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Abstract: The criteria and assumptions that were used to derive the steady-state tropical cyclone
intensity and structure theory of Emanuel and Rotunno (2011) are assessed using
three-dimensional convection-allowing simulations using the Weather Research and
Forecasting model. One real-data case of Hurricane Patricia (2015) and two idealized
simulations with and without vertical wind shear are examined. In all three simulations,
the gradient wind balance is valid in the inner core region above the boundary layer.
The angular momentum (M) and saturation entropy surfaces (s*) near the top of the
boundary layer, in the outflow region and along the angular momentum surface that
passes the low-level radius of maximum wind (MRMW) are nearly congruent, satisfying
the criterion of slantwise moist neutrality in the vicinity of MRMW. The theoretically
derived maximum wind magnitude above the boundary layer compares well with the
simulated maximum tangential wind and gradient wind using the azimuthally averaged
pressure field during the intensification and quasi-steady state of the simulated storms.
The Richardson number analysis of the simulated storms shows that small Richardson
number (0<Ri ≤ 1) exists in the outflow region, related to both large local shear and
small static stability. This criticality of the Richardson number indicates the existence of
small-scale turbulence in the outflow region. We also show that the stratification of
temperature along the M surface at the outflow region for steady-state hurricanes is
approximately applicable in these 3-dimensional simulations, while the radial
distribution of gradient wind is qualitatively comparable to the theoretical radial profiles.
Some caveats regarding the theory are also discussed.
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We thank all three reviewers for their specific, insightful and constructive comments, which 

are very helpful in our revision. We have made every effort to address all the concerns raised 

by the reviewers and revised our manuscript accordingly. Our point-by-point responses are 

given below.  

 

Reviewer #1 

 

A Review of Evaluation of the assumptions in the steady-state tropical cyclone self-stratified 

outflow using three-dimensional convection-allowing simulations 

 

By D. Tao, K. Emanuel, F. Zhang, R. Rotunno, M. Bell, R. Nystrom 

Submitted to the Journal of Atmospheric Sciences 

 

Recommendation:  Major Revisions 

 

General Comments 

 

The authors evaluate the assumptions used as the basis for the steady-state tropical cyclone 

intensity and structure theory of Emanuel and Rotunno (2011) (ER11) and Emanuel and Rotunno 

(2012) (ER12).  Two idealized simulations and one real data simulation of the extreme Hurricane 

Patricia are analyzed.  The results of the author's analysis support the hypothesis of ER11 and 

ER12.  I enjoyed reading this manuscript and I believe it may be an important research contribution 

that will be of great interest to the tropical cyclone community.  The paper is well written, and in 

general, the figures are very clear.  I particularly liked that the authors addressed each of the major 

assumptions in a concise manner.  I have a few comments and suggestions related to the 

interpretation of the results that need to be addressed before the manuscript could be considered 

acceptable for publication.  I also have a few questions regarding the model setup and the 

sensitivity of the results to some of the model parameters. 

 

 

General Comments 

 

1.      I think the authors have done a very nice job laying out the key assumptions and 

systematically evaluating these based on the model simulations.  After reading the paper, I did 

wonder 'how good is good enough' to sufficiently support the assumptions that the ER11/ER12 

theory is based on.  Could the authors show (or surmise) that the theory is insensitive to certain 

thresholds for each of the assumptions considered?  In other words, it would be useful to state the 

threshold required for each assumption to be valid from a theoretical perspective.  I think this will 

give more confidence in the evaluation of the validity of the criteria and assumptions used in the 

theory.  This is done to some degree in Section 4, but not always in a very quantitative manner. 

Reply: The reviewer raised an intriguing question on whether there exists a quantitative 

threshold of each of the assumptions that were made to derive the theory. The focus of this 

study is to evaluate these assumptions in the three simulations but it is beyond the scope of 

the current study to give a theoretical perspective of the error bound in the ER11/ER12 

theory beyond what is presented in Section 4.  
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2.      The theory is stated to be applicable for steady state situations and I wonder whether the 

Patricia case was really a good test for the assumptions evaluated in this manuscript.  Patricia 

exhibited extreme intensification followed by rapid weakening.  The time selected for evaluation 

is right at the peak intensity and it is clear from Fig. 1 that the intensity is not at a steady 

state.  Some aspects of the Patricia simulations seemed to be an outlier relative to the two weaker 

and more steady state idealized simulations.  More justification of the Patricia case in the context 

of the steady state assumption, as well as the time period selected would be useful. 

Reply: From Emanuel 2012: “Following E97, we assume that the time scale of tropical 

cyclone intensification is long enough that the vortex (above the boundary layer) can be 

considered to evolve through a sequence of quasi-balanced states for which the thermal wind 

equation, based on hydrostatic and gradient wind balance, always applies.” We do assume 

that the vortex evolution is quasi-balanced, and the establishment of a critical Ri should be 

very fast compared to the vortex evolution time scale. Then the diagnosed V equation and 

the stratification of outflow temperature on M surfaces are also applicable in developing 

tropical cyclones. But, of course, the analytic solution of radial structure (equation (36) in 

ER11) using steady-state assumption (equation (16) in ER11) only applies to the steady state. 

The time we selected for Patricia evaluation is the observed peak intensity time (centered on 

an approximate 24h quasi-steady period). Although the intensification persists for another 

12 hours in the WRF simulation, the storm is close to its quasi-steady state. We added some 

clarification in summary (L439-441). 

 

3.      The Patricia simulation used 42 vertical levels with very course vertical resolution at the 

outflow.  It would be useful to conduct an additional simulation with double vertical resolution to 

make sure that the analysis and conclusions are not dependent on the vertical 

resolution.  Additionally, it would be useful to test the sensitivity of the model simulation results 

to the parameterization of turbulence at the outflow layer.  Given the importance of the turbulence 

in the outflow layer for the theory, it would be useful to assess how critical the turbulence 

parameterization in the upper levels really is.  Perhaps an additional simulation could be performed 

with a different turbulence parameterization in the outflow layer or perhaps making some 

meaningful (but realistic) changes to the existing parameterization in this region would be useful. 

Reply: The real case simulation is from a real-time data assimilation and forecasting system 

(PSU-EnKF system: http://www.adapt.psu.edu/index.php?loc=outreach) which needs to 

consider the consumption of computing resources and simulation speed. We agree with the 

reviewer that the vertical levels ~80 will be a better choice, which is the case for NOFLOW 

and SH5 (98 levels). The purpose to include a real case simulation is to check the agreement 

between the analytic theory and the real-case simulation in operational forecasts without 

further tuning (L99-101). We found that despite the rather moderate vertical resolution, the 

assumptions are approximately satisfied, and the simulated intensity is generally consistent 

with that predicted by the theory. To at least partially address the reviewer’s concern about 

vertical resolution, we did also evaluate the sensitivity of vertical resolution in the 

assumptions of the ER11/ER12 theory for the two idealized simulations, which were 

originally conducted in Tao and Zhang (2014) that had only half the number of vertical 

layers. We did not find significant differences in the assessment of the assumptions and 

predicted intensity between the high vertical resolution simulations shown in the main text 

http://www.adapt.psu.edu/index.php?loc=outreach


and the coarser resolution simulations in Tao and Zhang (2014), which at least to some extent 

suggests the resilience of the ER11/ER12 theory (L135-138, L430-435).  

 

The Vertical diffusivity coefficient of YSU PBL scheme depends on Ri in free stable 

atmosphere (Ri > 0): 

𝑲𝒎 = 𝒍𝟐𝒇(𝑹𝒊)√(
𝝏𝑽𝒕

𝝏𝒛
)𝟐 + (

𝝏𝑽𝒓

𝝏𝒛
)𝟐, in which 𝒇(𝑹𝒊) =

𝟏

(𝟏+𝟓𝑹𝒊)𝟐  (Figure R1). 

 
Figure R1. 𝒇(𝑹𝒊). The blue dash line is Ri=1, while the green dash line is Ri=0.25. 

 

The vertical diffusion exists with any value Ri > 0, which means there is no specific value for 

the critical Richardson number in YSU PBL scheme. As suggested by the reviewer, we did 

two sensitivity simulations of the turbulent parameterization by changing the YSU PBL 

scheme to introduce a critical Richardson number for the free atmosphere. Two sensitivity 

experiments for NOFLOW with Ric=0.25 and Ric=1 are performed (FigureR2). The change 

in YSU PBL scheme is to set 𝑲𝒎 = 𝟏𝟎−𝟖 m2 s-1
 
(no turbulence) when Ri >= Ric. The results 

for the selected times (Table R1 below) show that the storm reacts to the changes while 

holding the agreement between its structure and 
𝝏𝑻𝒐

𝝏𝑴
 . 

 

 



 
Figure R2. Intensity evolution of the two simulations with a critical Richardson number of 

0.25 (Ric0.25) and 1.0 (Ric1.0) and the simulation in the paper. The original YSU scheme is 

shown as NoRic. 

 

Table R1. The outflow temperature stratification on M calculated using model simulations 

with and without Ric for NOFLOW. Height of the boundary layer top: 1km. Column 2: 

radius of maximum wind at the top of the boundary layer. Column3: 𝑴𝑹𝑴𝑾. Column 4: 
𝝏𝑴

𝝏𝒓
 

at the radius of maximum wind and the top of the boundary layer. Column 5: the outflow 

temperature stratification on M predicted by equation (6) in the paper given the radial 

profile of tangential wind from the simulations, 𝑻𝒃 − 𝑻𝒐𝒎 ~ 87 K. Column 6: right hand side 

of equation (1) using 
𝒅𝑴

𝒅𝒔∗ from model output similar to Figure 4. Calculated the same way as 

Table 1 in the paper. 

NOFLOW 𝒓𝒎 

[km] 

𝑴𝑹𝑴𝑾 

[106 m2 s-1] 

𝝏𝑴

𝝏𝒓
|

𝒓𝒎

 

[m s-1] 

𝝏𝑻𝒐

𝝏𝑴
|

𝑴𝑹𝑴𝑾

 

[10-6 K s m-2] 

−
𝟏

𝒓𝒎
𝟐

(
𝒅𝑴

𝒅𝒔∗
) 

[10-6 K s m-2] 

Ric0.25 at 125 h 22 1.19 54.10 73.08 85.41 

Ric1.0 at 144 h 22 1.33 62.40 61.33 64.17 

NoRic at 132 h 20 1.21 56.47 85.00 93.67 

 



 

Specific Comments 

1. Section 2.  Is there a sponge layer at the top of the model domains?  If so, how deep is it 

and how is the sponge formulated.  How far is the bottom of the sponge above the top of 

the outflow? 

Reply: Yes, there are sponge layers at the top of the model domains. For Patricia, 

the sponge layer is the top 5 km (p_top = 10 hPa ~ 30 km height) with w-Rayleigh 

damping (damp_opt=3, for real-data cases); for NOFLOW and SH5, the sponge 

layer is between 20.5-24.5 km with Rayleigh damping (damp_opt=2, for idealized 

cases). All of the sponge layers are at least 5 km higher than the upper edge of the 

outflow region.  

 

2. Line 115.  I think the simulation with no background flow could be referred to as SH0 

instead of NOFLOW, since this is a companion to the SH5 simulation.  

Reply: The name of ‘NOFLOW’ is following a series of papers with the same 

background-flow setup of simulations (Zhang and Tao 2013, Tao and Zhang 2014, 

2015, 2019). There was a set of simulations with no shear but 2-m/s mean flow called 

SH0. For consistency, we would like to keep it as ‘NOFLOW’.   
 

3. Lines 129-134.  How is turbulence above the PBL computed? 

Reply: The YSU PBL scheme represents all the vertical turbulence, while the 

km_opt represents the horizontal turbulence when diff_opt > 0 according to the 

WRF user guide. The advection scheme in WRF contains a higher-order filter 

which acts as horizontal diffusion to keep the simulation stable when explicit 

diffusions are off (diff_opt=0).  
 

4. Lines 174-175.  Perhaps reword to "… the ER11 theory are both dependent on the …" 

Reworded. 

 

5. Line 180.  Could be reworded to "… super-gradient jet is missing…" 

Reworded. 

 

6. Lines 203-204.  Is the fact that the boundary layer top is a function of radius important 

here and how sensitive are the results to the selection of the boundary layer heights. 

Reply: In this paper, the boundary layer top is selected at the height where the 

maximum gradient wind first agrees well with the maximum modeled tangential 

wind. The height of the selected boundary layer top will change the agreement 

between the diagnosed velocity/gradient wind and the modeled tangential wind 

inside the boundary layer. Since the height of the boundary layer top generally 

decreases with radius outside the RMW, the heights in the paper ensure that the 

radial wind profile of the modeled tangential wind will be all above the boundary 

layer where the gradient wind balance holds. 

 

7. Line 242.  Is the definition of the Ri calculation identical to that used in the model 

parameterization?   What is the critical Ri used in the model computation? 



Reply: In YSU PBL scheme, the calculation of Ri is the same as equation (3) for 

non-cloudy air, while in saturated regions the dry Brunt-Vaisala frequency is 

replaced by the moist one, but since the saturation mixing ratio is tiny in the outflow 

region, the two are virtually identical.  

 

As shown in the answer to general comment 3, diffusion exists with any value Ri > 

0, which means there is no specific value for the critical Richardson number in YSU 

PBL scheme. However, the diffusivity is a sensitive function of Ri and, empirically, 

the model tends toward a range of low but positive Ri (Figure R3 shows Ri tends to 

be in the range of [0 1]). So, while it does not conform explicitly to the conditions of 

ER11, it seems to qualitatively behave in a similar way. Since the critical 

Richardson number enters the equations in a form of  
𝑹𝒊𝒄

𝒓𝒕
𝟐
, which is then replaced by  

𝑪𝒌
𝑪𝒅

⁄

𝒓𝒎
𝟐 , we can proceed with no specific value of the critical Richardson number.  

 

We also did a small set of ensemble with random perturbation in the boundary layer 

mixing ratio (the same way we did in Tao and Zhang 2019) for NoRic. The Ric1.0 

simulation falls within the ensemble spread which means there’s no significant 

difference between Ric1.0 and NoRic (Figure R4) because 𝒇(𝑹𝒊) is very small when 

Ri > 1 (Figure R1). 

 

 
Figure R3. Ri distribution at 13km of SH5 (132h). Magenta contours indicate Ri=0. 

 

 



 
Figure R4. Intensity evolution of Ric0.25 (red), Ric1.0 (blue), NoRic (black) and 5 

members (green) from randomly perturbing the boundary layer mixing ratio of 

NoRic. 

 

8. P. 13, Lines 279-282.  How does dominance of the radial wind in the outflow region 

impact the theory?  I'm assuming it is mostly outside the MRMW, but what about right 

in the vicinity of MWRW? 

Reply: If we keep the radial wind component in Ri, follow equations (23) – (31) in 

ER11, we can finally get  

 

(
𝝏𝑻𝒐

𝝏𝑴
)𝒘𝒊𝒕𝒉 𝑽𝒓  ≅ [−𝟏 + (

𝝏𝑽𝒓

𝝏𝒛
)

𝟐

𝒓𝒕
𝟐 𝒅𝒔∗

𝒅𝐌

𝝏𝐓

𝝏𝒔∗

𝟏

𝚪𝒎
(

𝝏𝐌

𝝏𝐳
)−𝟏]

𝑹𝒊𝒄

𝒓𝒕
𝟐 (

𝒅𝑴

𝒅𝒔∗). 

 

Given 
𝒅𝒔∗

𝒅𝐌
< 𝟎, 

𝝏𝐓

𝝏𝒔∗ < 𝟎 and 
𝝏𝐌

𝝏𝐳
< 𝟎 in the outflow region, (

𝝏𝑻𝒐

𝝏𝑴
)𝒘𝒊𝒕𝒉 𝑽𝒓 ≥ −

𝑹𝒊𝒄

𝒓𝒕
𝟐 (

𝒅𝑴

𝒅𝒔∗). 

Ignoring the radial component in vertical wind shear will lead to smaller 
𝝏𝑻𝒐

𝝏𝑴
, hence, 

broader radial profile.  

 

9. P. 15, Lines 322-327.   The normalized residuals are quite large at 25% and 50%.  I don't 

consider a residual of less the 25% to be "small", in general.  It would be helpful if the 

authors could justify more about the expected residual in the calculation that is used to 

support the self-stratification hypothesis. 

Reply:  A simple estimation is shown below and in the paper (L360-364). 

The expression of radial angular momentum profile without using 
𝝏𝑻𝒐

𝝏𝑴
 ≅  − 

𝑹𝒊𝒄

𝒓𝒕
𝟐

(
𝒅𝑴

𝒅𝒔∗
) 

is: 

(
𝑴

𝑴𝑹𝑴𝑾
)

𝟐−
𝑪𝒌
𝑪𝒅 = (

𝒓𝒃

𝒓𝒎
)𝟐 (𝟏 −

𝚫𝑻

(𝑻𝒃−𝑻𝒐𝒎)
),       (1) 

𝑴 is the angular momentum at 𝒓𝒃, 𝑻𝒃 is the boundary layer top temperature, 𝑻𝒐𝒎 

is the outflow temperature of the 𝑴𝒎 at V=0, 𝒓𝒎 is the radius of maximum wind at 



the top of boundary layer, 𝚫𝑻 is the outflow temperature difference between 𝑴 and 

𝑴𝒎.  

If we apply the residual Re to (1), then 

(
𝑴𝑹𝒆

𝑴𝑹𝑴𝑾
)

𝟐−
𝑪𝒌
𝑪𝒅 = (

𝒓𝒃

𝒓𝒎
)𝟐 (𝟏 −

(𝟏±𝐑𝐞)∗𝚫𝑻

(𝑻𝒃−𝑻𝒐𝒎)
).  (2) 

 

(2) divided by (1): (
𝑴𝑹𝒆

𝑴
)

𝟐−
𝑪𝒌
𝑪𝒅 = (𝟏 −

±𝐑𝐞∗𝚫𝑻

(𝑻𝒃−𝑻𝒐𝒎−𝚫𝑻)
). 

For 
𝑪𝒌

𝑪𝒅
= 𝟏 , 𝑻𝒃 − 𝑻𝒐𝒎~𝟗𝟎𝑲 , 𝚫𝑻~𝟏𝟎𝑲  (for 𝐌  close to 𝑴𝑹𝑴𝑾 ), 

±𝐑𝐞∗𝚫𝑻

(𝑻𝒃−𝑻𝒐𝒎−𝚫𝑻)
~ ±

𝟎. 𝟏𝟐𝟓𝐑𝐞, which is 3.125% change in V for  Re=25%, 6.25% change in V for 

Re=50%. With increasing 𝚫𝑻 (𝐌 further away from 𝑴𝑹𝑴𝑾), this Re can increase 

the change in V. 

 

The original Figure 10 is confusing at some point, so we replaced it with Table 1.  

 

 

10. Lines 324-348.  How does air sea coupling impact the analysis of Ck/Cd here?   The 

models are not coupled to an ocean model and does that make a difference for these 

calculations? 

Reply: We regard the response of 
𝑪𝒌

𝑪𝒅
 to air-sea coupling as a separate research topic. 

The Ck/Cd in the current model is parameterized to be a function of wind (Ck/Cd 

~ 1 near 𝒓𝒎 for strong winds). The air-sea coupling will introduce more complicity 

into the sea surface temperature distribution and hence the surface fluxes.  

 

11. Figures.  A number of figures use a yellow contour and this can be difficult to view.  Can 

a different color be used in Figs. 2, 3, 6, 8, 9, 10?  The yellow contour is visible at some 

points, but with a white background is not very visible. 

Reply: The yellow contours are changed to darker orange contours. 

 

 

 

 



Reviewer #2: This paper assesses the validity of Emanuel and Rotunno's (2011) assumption of 

Richardson number criticality in the tropical cyclone outflow layer, and its effect on analytically 

derived maximum tangential wind speed. A real-data simulation of Hurricane Patricia (2015), and 

two other idealized simulations of tropical cyclones, exhibit sub-critical Richardson numbers in 

the upper-tropospheric outflow layer. The region of subcritical Richardson number was smaller in 

the simulation of Patricia than in the idealized simulations, which the authors attribute to lower 

vertical resolution in the real-data simulation than in the idealized runs. In all simulations, the 

gradient wind approximation is valid at inner radii outside of the boundary layer, and the evolution 

of the maximum tangential wind speed is well represented by the analytic model. Finally, the radial 

wind profiles derived from the analytic model are qualitatively similar to those from the 

simulations, although Hurricane Patricia's very compact inner core was not well represented. 

Overall, this is a well-executed and interesting assessment of the Emanuel and Rotunno theory 

using 3-dimensional, convection-allowing simulations, and I recommend acceptance with minor 

revisions. 

 

Minor comments: 
 

Line 111: WRF is already defined on Line 37. 

Reply: Deleted the duplication. 

 

Line 146: Why was a 40-h forecast from this model run used instead of a forecast (or analysis) 

from a later run of the real-time model? 

Reply: We want to keep the entire rapid intensification period of Patricia which will be used 

to check the time-dependent validity of the V equation (right column of Figure 5). 

 

Lines 177-180: The gradient wind approximation does not appear to capture Patricia's tangential 

wind structure in the midtroposphere outside of the ~80-km radius (compare the 20 m/s tangential 

wind contour in Figs. 2a,b). Is there a reason for this, and does this have any implications for the 

analytically derived radial wind profiles? 

Reply: We added an extra column showing the difference between the gradient wind and 

tangential wind. The difference is actually quite small (~3m/s, Figure 2c). The issue is mainly 

caused by the contour interval (10m/s) in the earlier version of the figure. In current version, 

the contour is changed to 5 m/s. 

 

Lines 279-283: The ratio does not appear to be large along Mrmw in the outflow region in Fig. 8d. 

Furthermore, the region of large ratio is very shallow. Is the contribution from radial shear really 

negligible in this region? 

Reply: The analytic theory uses 
𝒅𝒔∗

𝒅𝑴
 at 𝒓𝒕 = √𝒓𝒎

𝟐 𝑪𝒅

𝑪𝒌
𝑹𝒊𝒄 to estimate 

𝝏𝑻

𝝏𝑴
 at V=0. The location of 

𝒓𝒕  is around the transition region of the eyewall to outflow, where the vertical shear is 

dominated by tangential velocity. Inside the outflow region further away from the center, 

the vertical wind shear is mostly from radial velocity. If we keep the radial wind component 

in Ri, follow equation (23) – (31) in ER11, we can finally get  

 

(
𝝏𝑻𝒐

𝝏𝑴
)𝒘𝒊𝒕𝒉 𝑽𝒓  ≅ [−𝟏 + (

𝝏𝑽𝒓

𝝏𝒛
)

𝟐

𝒓𝒕
𝟐 𝒅𝒔∗

𝒅𝐌

𝝏𝐓

𝝏𝒔∗

𝟏

𝚪𝒎
(

𝝏𝐌

𝝏𝐳
)−𝟏]

𝑹𝒊𝒄

𝒓𝒕
𝟐 (

𝒅𝑴

𝒅𝒔∗). 

 



Given 
𝒅𝒔∗

𝒅𝐌
< 𝟎, 

𝝏𝐓

𝝏𝒔∗ < 𝟎 and 
𝝏𝐌

𝝏𝐳
< 𝟎 in the outflow region, (

𝝏𝑻𝒐

𝝏𝑴
)𝒘𝒊𝒕𝒉 𝑽𝒓 ≥ −

𝑹𝒊𝒄

𝒓𝒕
𝟐 (

𝒅𝑴

𝒅𝒔∗). Ignoring 

the radial component will actually lead to smaller 
𝝏𝑻𝒐

𝝏𝑴
, and hence a broader radial profile. 

We added some clarification in paper (L311-313). 

 

Fig, 2: The green wind vectors are very difficult to read. Recommend changing their format so that 

inflow and outflow layers can be distinguished. 

Reply: We updated the figure color. The green wind vectors are replaced by black thick 

arrows. 

  



Reviewer #3: In this manuscript, three different numerical simulations (two ideal and one real) are 

compared to the theory of Emanuel and Rotunno (2011; ER11).  The theory is compared to the 

numerical simulations in regard to: 1) the existence of slantwise neutrality, 2) maximum wind 

above the boundary layer, and 3) Richardson number criticality in the outflow region.   Overall, 

this manuscript that helps assess the applicability of the ER11 theory to more realistic numerical 

simulations of hurricanes, and therefore would have value to the research community.  This 

manuscript could be publishable subject to the minor revisions listed below. 

 

Minor Comments: 

 

In order to compare the numerical simulations to the ER11 theory, the numerical simulations 

should be run so as to minimize the errors (truncation, physical process representation, etc).  Both 

the real and ideal simulations are somewhat deficient in this regard.  In the real simulation, only 

42 vertical levels are used leading to coarser vertical resolution (very important for this study, in 

which vertical gradients are calculated), and also a constant horizontal diffusivity is used instead 

of the Smagorinsky deformation-based mixing.  The ideal simulations are deficient because they 

use coarser 2 km horizontal grid spacing.  Ideally, the real simulation should be re-run with the 

vertical resolution of the ideal simulations, and the ideal simulations should be re-run with 1 km 

horizontal grid spacing.  Since I realize this would be a major change, perhaps the authors could 

instead add some sentences discuss the possible impact of the model setups on the results, and 

perhaps add some sensitivity tests for the ideal simulations (perhaps run at 1km grid spacing) to 

show that the results for 2 km grid spacing are robust. 

Reply: We have a correction in the Patricia simulation that it actually has no explicit 

horizontal diffusion given diff_opt=0 (L110-112). We agree with the reviewer that the 

horizontal and vertical resolutions will influence the area coverage of small Ri numbers. 

Comparing the results from 1-km (domain 4) and 3-km (domain 3) Patricia simulations 

(Figure R5), we find that the results are quite comparable in different horizontal resolution 

simulations. The vertical resolution has more impact on the Richardson number (Figure R6):  

higher vertical resolution leads to smaller Richardson number in the outflow region at larger 

radius. Nevertheless, the transition region (radius < 100 km) has small Ri numbers. We 

added clarification in the text (L430-435). 

 

 



 
Figure R5. Richardson number distribution in Patricia simulations with 3-km (upper row) 

and 1-km (lower row) horizontal grid spacings. 
 

 
Figure R6. Richardson number distribution in SH5 simulations with 41-vertical levels (left 

panel, Ric=1 in red) and 98-vertical levels (right panel, Ric=1 in green) at 132 h.  
 

 

The simulation with shear (SH5) appears to add little value to the paper.  The simulation behaves 

very similar to the NOFLOW simulation, and there are some confusing results, such as a slightly 

stronger vortex.  This does not make sense as vertical wind shear should weaken the vortex.  It 

would be useful to re-run this simulation with a little stronger vertical wind shear (perhaps 7.5-10 

m/s) to have a vortex with large asymmetries, and that is significantly weaker than the NOFLOW 

vortex.  I am not convinced that shear is impacting this vortex in any significant way. 

Reply: SH5 represents for a group of simulations with asymmetry (Figure R7) and showing 

that the theory can be applied to TCs with some asymmetry but with dominant axisymmetric 

mode. The reason for NOFLOW being weaker than SH5 is its secondary eyewall formation 



(Figure 2d has some sign of the secondary eyewall), which hinders its further intensification 

(L155-156, L167-168).  

 

 
Figure R7. Vertical cross-section plots of absolute vorticity (shading), vertical velocity 

(contours of [-1 -0.5 -0.3 -0.1 0.3 0.5 1 2 3 5] m/s, updraft in red, downdraft in green) and 

horizontal wind magnitude (black contours of [10 15 20 30 50 60] m/s) along tilt direction for 

SH5. The times are -36 h, -12 h, -6 h, 0 h and 12 h relative to the rapid intensification onset 

(RI onset = 0h). The yellow line is the approximate center line of the vortex column. Adapted 

from Figure 6 in Tao and Zhang 2019. 

 

Tao, D. and F. Zhang, 2019: Evolution of Dynamic and Thermodynamic Structures before 

and during Rapid Intensification of Tropical Cyclones: Sensitivity to Vertical Wind 

Shear. Mon. Wea. Rev., 147, 1171–1191, https://doi.org/10.1175/MWR-D-18-0173.1  

 

 

L92: Please define the acronym "APSU" 

Reply: Rephrased the title to ‘Deterministic forecast of Hurricane Patricia (2015) from 

Pennsylvania State University (PSU) real-time Hurricane Prediction System’. 

 

L102: I am surprised by the choice of only 42 vertical levels considering that you want to resolve 

sharp gradients in the upper troposphere.  I think 60-80 levels would have been a better choice. 

Reply: The real case simulation is from a real-time data assimilation and forecasting system 

(PSU-EnKF system: http://www.adapt.psu.edu/index.php?loc=outreach) which needs to 

consider the consumption of computing resources and simulation speed. We agree with the 

reviewer that the vertical levels ~80 will be a better choice, which is the case for NOFLOW 

and SH5 (98 levels). The purpose to include a real case simulation is to check the agreement 

between the analytic theory and the real-case simulation in operational forecasts without 

further tuning (L99-101). 
 

L104: What is the motivation for using a horizontal diffusivity, instead of the more realistic 

Smagorinksy (km_opt=4)? 

Reply: We have a correction in the description of Patricia simulation that it actually has no 

explicit horizontal diffusion given diff_opt=0 (km_opt option will be ignored). It was used as 

default for the Penn State real-time WRF-EnKF hurricane analysis and prediction system. 

The advection scheme in WRF contains a higher-order filter which acts as horizontal 

diffusion to keep the simulation stable when explicit diffusions are off (diff_opt=0). 

 

http://www.adapt.psu.edu/index.php?loc=outreach


 

L103-105: There is some confusion in this sentence. The YSU scheme solves a vertical diffusion 

equation with a vertical diffusivity. The constant that the authors refer to is the horizontal 

diffusivity I assume.  Please clarify. 

Reply: We rephrased this part to ‘The simulation uses the Yonsei University (YSU) 

boundary layer scheme (Hong et al. 2006) to represent the vertical turbulent mixing. The 

horizontal diffusion is implicitly included (diff_opt = 0 in WRF) in the advection scheme.’ 

 

L115: Please specify what the vertical profile of vertical wind shear used was. 

Reply: We added clarification of the profile in the text (L122-125). Also, a reference is added 

for the vertical wind shear profile (Tao and Zhang 2014).  

 

Tao, D., and F. Zhang, 2014: Effect of environmental shear, sea-surface temperature, and 

ambient moisture on the formation and predictability of tropical cyclones: An ensemble-

mean perspective. J. Adv. Model. Earth Syst., 6, 384–404. 

 

L123: The domains DO NOT have horizontal resolutions of 18, 6, and 2 km.  They have GRID 

SPACINGS of these values.  With these grid spacings, features of 6*dx (~12 km on the finest 

mesh) and greater are decently resolved on the finest mesh.  Please rephrase. 

Reply: Rephrased. 

 

 

L128: How many vertical levels were used for the idealized simulations? 

Reply: The idealized simulations have 98 vertical levels (L132). 

 

L149-151: Why does the simulation with shear have a stronger vortex than the simulation without 

shear?  This goes against a ton of literature which states that on average hurricanes in shear should 

intensify slower and not be as intense.  Yet, there is no discussion of this strange result.  What is 

the purpose of running a simulation with shear, if the shear does not affect the vortex significantly? 

Reply: Generally speaking, TCs under shear would be weaker than TCs in a quiescent 

environment while holding other parameters the same (Figure R8). The weakening in the 

intensity of NOFLOW in this paper is due to a secondary eyewall formation (some sign of a 

secondary updraft at 40-km radius in Figure 2d), which hinders NOFLOW to reach an 

intensity higher than SH5. We clarified it in the text (L155-156, L167-168). 



 

 

 

Figure R8. Ensemble sets of NOFLOW and SH5. Adapted from Figure 1 in Tao and Zhang 

2019. 

 

 

 

L154:  The compactness of Patricia is due in part to the differences in horizontal grid spacings 

(1km vs. 2km).   In this paper, I would suggest comparing each simulation individually to the 

ER11 theory, but not comparing the simulations to each other because the differences are due in 

part to the major differences in the model setups. 

Reply: We agree with the reviewer that the different resolutions influence the results, 

especially the distribution of small Ri in the outflow region. We pointed out this impact in 

several places (L135-138, L288-289, L430-435).  

 

L189: Undoubtedly, vertical resolution has something to do with this (this is again why it is 

important to have the model setups as similar as possible).  This may not be physical.  Also, please 

specify that you are referring to vertical locations (3 and 4.5 km). 

Reply: Specified in the text. 

 

L203: Please provide evidence that the top of the boundary layer are in fact 1.4, 1, and 1.5 km for 

the three simulations, respectively. 

Reply: We added an extra column in Figure 2 to show the difference between gradient wind 

and modeled tangential wind. The heights in the paper are selected as the location where the 

maximum gradient wind first agrees quantitatively with the maximum modeled tangential 

wind (L201-203).  

 

L224: What is the reason for the large variability for the theoretical Vt in SH5 and Patricia at the 

earlier times? 



Reply: At earlier times, the slantwise neutrality is not well established (L232-233). Especially 

in SH5, the shear has an effect on the TC structure to cause asymmetry before and even 

shortly after the rapid intensification onset (Figure R7 above). 

 

L261: In Figure 6, it is evident that both the vertical resolution and domain size differences are 

having an impact on the comparison.  If the real domain was larger, I would assume the green area 

would extend farther out. 

Reply: We agree with the reviewer that the vertical resolution and domain size are having 

impacts on the coverage of the small Ri number. We have added some clarification in the 

text (L135-138, L430-435).  
 

Figure 2: If the innermost nest is 297x297, and the vortex is in the middle of the nest, there should 

only be values out to about 150 km.  Why, then, in the real case, do the values extend to 180 km? 

Reply: We plot fields outside the radius of 135-km (Patricia) and 260-km (NOFLOW and 

SH5) using the data in the blue region (Figure R9) just for reference. We added dash 

white/black lines in figures to indicate this separation radius (R0) and clarified in the figure 

caption. 

 
Figure R9. Simple diagram showing the data coverage for the azimuthal average. 

 

 

Figure 2: It is very difficult to see the green vectors (magnitude and direction).  Can fewer vectors 

be plotted, but slightly larger? 

Reply: We replotted the figure and replaced the green vectors with black solid arrows. 

 

Figure 2 (right): Wouldn't a difference field be better to show (vt-vg)?  This might better illustrate 

the differences. 

Reply: The difference field is added in the third column. 

 

L232 and Figure 5: Shouldn't the ER11 theory be an upper bound on the azimuthal mean gradient 

wind from the simulations?  Why do the simulations often exceed the theory?  This is especially 

confusing for the SH5 case, in which a theory from the axisymmetric equations with no shear 

should have a larger predicted gradient wind than the simulation.  Please provide a detailed 

explanation of this in the manuscript. 

Reply: The equation serving as upper bound on the azimuthal mean gradient wind is: 

 𝑽𝒎𝒂𝒙
𝟐 =

𝑻𝒔−𝑻𝒐

𝑻𝒔

𝑪𝒌

𝑪𝒅
(𝒌𝒔

∗ − 𝒌), 

in which 𝒌𝒔
∗ is the specific enthalpies of air at saturation at sea surface temperature, and 𝒌 is 

the specific enthalpies of boundary layer air. In this equation, the third term of enthalpy flux 

through the top of the boundary layer ( 𝑭𝒃 ) in entropy tendency equation ( 𝒉
𝒅𝒔

𝒅𝒕
=



𝟏

𝑻𝒔
[𝑪𝒌|𝑽|(𝒌𝒔

∗ − 𝒌) + 𝑪𝒅|𝑽|𝟑 + 𝑭𝒃]) is ignored, which usually has negative effect on entropy. 

Note that this quantity is NOT graphed in Figure 5. The diagnose equation (3) in paper is 

using the actual 
𝒅𝒔∗

𝒅𝑴
 value from the model output data which includes the effect of 𝑭𝒃. Thus, 

it is not an upper bound.  

 

L232: It would useful to provide some support for the phrase "large asymmetry" in SH5 by 

showing a few plan-view plots.  I am not convinced that SH5 has large asymmetries, and that shear 

is disrupting this simulation in any significant way, since the evolution is so similar to 

NOFLOW.  Generally, some analysis of the level of asymmetries in each simulation would be 

beneficial since I assume ER11 should compare best to the simulations that have the least amount 

of asymmetries (see last general comment as well). 

Reply: Yes, ER11 is developed for axisymmetric storms. We added a reference in L157-159 

which shows the difference between NOFLOW and SH5. 

 

Tao, D. and F. Zhang, 2019: Evolution of Dynamic and Thermodynamic Structures before 

and during Rapid Intensification of Tropical Cyclones: Sensitivity to Vertical Wind 

Shear. Mon. Wea. Rev., 147, 1171–1191, https://doi.org/10.1175/MWR-D-18-0173.1  

 

General comment: Please provide some more motivation on how the ER11 theory (derived from 

the axisymmetric equations) can be used in comparisons to azimuthal mean quantities from 3D 

hurricane simulations (which have significant asymmetries).  Perhaps, a brief review could be 

provided on all the assumptions of the ER11 theory (in addition to axisymmetry), and then a 

discussion on how the numerical simulations are similar or different from these assumptions. 

Reply: We added more discussion in L438-444. 

 

 

https://doi.org/10.1175/MWR-D-18-0173.1
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 18 

ABSTRACT 19 

 20 

The criteria and assumptions that were used to derive the steady-state tropical cyclone intensity 21 

and structure theory of Emanuel and Rotunno (2011) are assessed using three-dimensional 22 

convection-allowing simulations using the Weather Research and Forecasting model. One real-23 

data case of Hurricane Patricia (2015) and two idealized simulations with and without vertical 24 

wind shear are examined. In all three simulations, the gradient wind balance is valid in the inner 25 

core region above the boundary layer. The angular momentum (M) and saturation entropy surfaces 26 

(s*) near the top of the boundary layer, in the outflow region and along the angular momentum 27 

surface that passes the low-level radius of maximum wind (MRMW) are nearly congruent, satisfying 28 

the criterion of slantwise moist neutrality in the vicinity of MRMW. The theoretically derived 29 

maximum wind magnitude above the boundary layer compares well with the simulated maximum 30 

tangential wind and gradient wind using the azimuthally averaged pressure field during the 31 

intensification and quasi-steady state of the simulated storms. The Richardson number analysis of 32 

the simulated storms shows that small Richardson number (0 < 𝑅𝑖 ≤  1) exists in the outflow 33 

region, related to both large local shear and small static stability. This criticality of the Richardson 34 

number indicates the existence of small-scale turbulence in the outflow region. We also show that 35 

the stratification of temperature along the M surface at the outflow region for steady-state 36 

hurricanes is approximately applicable in these 3-dimensional simulations, while the radial 37 

distribution of gradient wind is qualitatively comparable to the theoretical radial profiles. Some 38 

caveats regarding the theory are also discussed.  39 



 3 

1. Introduction  40 

The observed, nearly circular structure of mature tropical cyclones (TC) has motivated the 41 

development of the axisymmetric TC theory. Further assumptions of hydrostatic and gradient wind 42 

balance in the free atmosphere above the TC boundary layer, are supported by a scale analysis of 43 

the momentum and continuity equations (Willoughby 1979). In the series of papers, Emanuel 44 

(1986, 1997) developed a theory for steady-state TC’s assuming hydrostatic and gradient wind 45 

balance above the boundary layer along with moist neutrality on constant absolute angular 46 

momentum (M) surfaces in the TC’s inner core. In this potential intensity theory, the maximum 47 

gradient wind speed at the top of the boundary layer is related to the temperature difference 48 

between the boundary layer and outflow as well as the gradient of saturation entropy (s*) across M 49 

surfaces. This theory also assumes that the streamlines emerging from the boundary layer all 50 

converge to a constant absolute temperature at the tropopause. However, Emanuel and Rotunno 51 

(2011, hereafter ER11) pointed out that the assumption of constant outflow temperature is not 52 

consistent with the results of numerically simulated tropical cyclones in which the temperature in 53 

the outflow region increases rapidly with M. In their revised theory (ER11; Emanuel 2012, 54 

hereafter E12), they proposed that the absolute temperature in the outflow region is not a constant, 55 

and that its stratification is determined by small-scale turbulence that limits the gradient 56 

Richardson number (𝑅𝑖) to be near a critical value (𝑅𝑖𝑐 ). Following these assumptions, they 57 

derived an equation for the outflow temperature as a function of M: 58 

𝜕𝑇𝑜

𝜕𝑀
 ≅  − 

𝑅𝑖𝑐

𝑟𝑡
2 (

𝑑𝑀

𝑑𝑠∗),                                    (1) 59 

where 𝑇𝑜 is the outflow temperature, 𝑅𝑖𝑐 is the critical Richardson number, 𝑟𝑡 is some physical 60 

radius in the outflow region. In ER11 and E12, this equation serves as an upper boundary condition 61 
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for the derivation of the balanced gradient wind radial profile in the TC’s inner core above the 62 

boundary layer.  63 

The Richardson number is the square of the ratio of the buoyancy frequency to the local 64 

vertical wind shear. Linear theory and laboratory experiments show an onset of turbulence when 65 

the gradient Richardson number falls below a critical value (𝑅𝑖𝑐  = 0.25). Given that current 66 

resolution of models can only be used to calculate bulk Richardson number, this critical value is 67 

extended to 1 (𝑅𝑖𝑐 = 1), which is often used as a threshold for the occurrence of parameterized 68 

small-scale turbulent mixing processes in models. The occurrence of 𝑅𝑖 criticality in real TCs has 69 

recently been studied by Molinari et al. (2014) and Duran and Molinari (2016), who found that the 70 

𝑅𝑖 is indeed small in the outflow region of observed tropical cyclones. Both studies showed that 71 

low values of the Richardson number are frequent at around 13.5-km height within about 200-km 72 

radius, and that the altitude of the lowest 𝑅𝑖 steadily decrease with radius to a height of around 73 

11.5 km at 1000 km away from the storm center. They attributed the frequent occurrence of low 74 

𝑅𝑖 in the upper troposphere to both small static stability and large local vertical wind shear. They 75 

also found that weaker TCs have less frequent occurrences of low 𝑅𝑖  than hurricanes. These 76 

observational studies support the assumption of 𝑅𝑖 criticality in the outflow region of steady-state 77 

TCs proposed by ER11. 78 

The basic insight of ER11 is that the TC outflow stratification embodied in 
𝜕𝑇𝑜

𝜕𝑀
 is created 79 

by the TC itself and not determined by the environment. The purpose of this paper is to validate 80 

the assumptions used in ER11, to evaluate the diagnostic equation for the maximum gradient wind 81 

speed at the top of the boundary layer and also to compare the radial profile of the 82 

tangential/gradient wind at the boundary layer top to the one from ER11 self-stratification theory. 83 

Our evaluation of the ER11 assumptions uses three-dimensional simulations consisting of one real-84 



 5 

world case of Hurricane Patricia (2015), one idealized case of development in a homogeneous 85 

environment and another idealized case of development in a moderately sheared flow. Section 2 86 

describes the experimental setup. Section 3 provides the overview of the three cases. Section 4 87 

presents the results of checking the assumptions and comparing the predicted maximum gradient 88 

winds and radial profiles to those extracted from the model simulations. Summary and discussions 89 

are provided in Section 5. 90 

 91 

2. Experimental Setup 92 

2.1. Deterministic forecast of Hurricane Patricia (2015) from Pennsylvania State University (PSU) 93 

real-time Hurricane Prediction System  94 

Hurricane Patricia (2015) is a historic storm that broke several records (Rogers et al. 2017). 95 

The simulation of Hurricane Patricia (2015) analyzed in this study is the deterministic forecast 96 

generated by the PSU real-time Atlantic hurricane forecast and analysis system (Zhang et al. 2009, 97 

2011; Zhang and Weng 2015; Weng and Zhang 2016). Here we are analyzing a model that was 98 

run in real time, not designing new simulations. The purpose of this real case is to test the 99 

agreement between the analytic theory and the real-case simulation in operational forecasts 100 

without further tuning. The simulation employed version 3.5.1 of Weather Research and 101 

Forecasting (WRF) model with an initial condition that included the assimilation of routine 102 

observations and airborne Doppler radar velocity, using the ensemble Kalman Filter method 103 

developed by Zhang and Weng (2015).  104 

Four two-way nested domains are utilized with horizontal grid spacings of 27, 9, 3 and 1 105 

km, which contain 378 × 243 for the outermost domain (D1), and 297 × 297 grid points for each 106 

of the inner three domains (D2-D4). There are 42 vertical model levels with the top level at 10 hPa 107 
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(~ 30 km) and a vertical grid spacing of about 0.9 km between z = 11-17 km. The simulation uses 108 

the Yonsei University (YSU) boundary layer scheme (Hong et al. 2006) to represent the vertical 109 

turbulent mixing. The horizontal diffusion is implicitly included (diff_opt = 0 in WRF) in the 110 

advection scheme. The surface fluxes of momentum and moist enthalpy are parameterized in terms 111 

of wind-dependent ‘exchange coefficients’ Cd and Ck, respectively, follows the recent study of 112 

Chen and Yu (2016) and Chen et al. (2018). A cumulus parameterization is used only for D1. The 113 

analysis in this paper is based on the simulation output from D4 with a 1-km horizontal grid 114 

spacing.  115 

 116 

2.2. Idealized simulations with high vertical resolutions 117 

The two idealized simulations were run using WRF version 3.9. Though the idealized 118 

simulations here use a newer version of WRF than that of the real-case simulation, there is no 119 

documented change in the fundamental model physics or performance between these two versions. 120 

One of the idealized experiments has no background flow (NOFLOW), while the other experiment 121 

has 5-m s-1 westerly environmental shear (SH5) between 200 hPa and 850 hPa using a point down-122 

scaling method that introduces vertical wind shear in the simulation without a horizontal 123 

temperature gradient (Nolan 2011). The vertical profiles of the background flows are shown in 124 

Figure 1 of Tao and Zhang (2014) that the shear is linear with height. The initial vortex is a 125 

modified Rankine vortex with a maximum surface wind speed of 15 m s-1 at a 135-km radius. The 126 

domain is doubly periodic with a constant Coriolis parameter (𝑓 = 5 × 10-5 s-1). The moist tropical 127 

sounding of Dunion (2011) is used to set up the thermodynamic environment, and both 128 

experiments have a constant sea-surface temperature of 27 °C. There are three two-way nested 129 

model domains, with domain sizes of 4320 km × 4320 km (D1), 1440 km × 1440 km (D2), and 130 
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720 km × 720 km (D3), and horizontal grid spacings of 18, 6 and 2 km, respectively. The model 131 

has 98 vertical levels with the model top at 24.5 km. The vertical grid spacing is around 0.3 km 132 

between z = 10-15 km. The vertical resolution in the outflow region in the idealized simulations is 133 

about 3 times higher than that in the real-case simulations, which will influence the magnitude of 134 

local vertical wind shear and hence the 𝑅𝑖 value (shown in Section 4.4). The 𝑅𝑖 value is sensitive 135 

to vertical grid spacings (dz = 0.3 km versus dz = 0.9 km in the outflow region) while horizontal 136 

resolution has little influence on the 𝑅𝑖 value (dx = 1 km versus dx = 3km) according to the 137 

comparisons between the results from simulations with different horizontal and vertical resolutions 138 

(not shown). Nevertheless, the fundamental physics behind the simulations should not have been 139 

altered. 140 

As with the Patricia simulation, these simulations use YSU boundary layer scheme, WRF 141 

single-moment 6-class (WSM6) microphysics (Hong and Lim 2006). Different from the Patricia 142 

simulation, these idealized simulations use a simple horizontal diffusion option (diff_opt = 1 in 143 

WRF) with two-dimensional deformation (km_opt = 4 in WRF), no cumulus parameterization and 144 

no radiation schemes. The analysis of these idealized simulations in this paper is based on the 145 

simulation output from D3 with a 2-km horizontal grid spacing.  146 

 147 

3. Overview of the three simulations 148 

The maximum 10-m total wind evolutions are shown in Figure 1. The intensity from D4 149 

of Hurricane Patricia (2015) simulation (PSU-d04) is reasonable compared to the best track data 150 

(Figure 1a). The rapid intensification and weakening are well captured by the model as well as 151 

the extreme intensity of 95 m s-1. The rapid weakening in Patricia’s intensity after 46 h is mainly 152 

due to its landfall.  153 
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NOFLOW and SH5 are idealized simulations starting from a weak cyclone. NOFLOW 154 

intensifies from 54 h to 136 h and weakens slightly due to a secondary eyewall formation afterward 155 

(not shown). The rapid intensification of SH5 starts at 90 h and ends at 122 h. The simulation 156 

reaches a quasi-steady state after the rapid intensification. The vortex structures of NOFLOW and 157 

SH5 at different stages are similar to their counterparts with a coarser vertical resolution (41 158 

vertical levels) shown in Tao and Zhang (2019). NOFLOW has an axisymmetric structure at all 159 

times, while SH5 experiences episodes of strong asymmetry before the onset of rapid 160 

intensification (RI) but has persistently small asymmetry after RI onset.     161 

We select the simulation results at 40 h (12 UTC of September 23, 2015) for Patricia and 162 

at 132 h for NOFLOW and SH5 as display times for Sections 4.1-4.2 and 4.4-4.6. The other times 163 

(Patricia: 20 h – 40 h; NOFLOW and SH5: 120 h – 180 h) give similar results for Sections 4.1-4.2 164 

and 4.4-4.5 as the selected times and are not shown to avoid repetition. The maximum 10-m total 165 

wind speed of Patricia at 40 h is 92 m s-1, while the maximum 10-m total wind speeds of NOFLOW 166 

and SH5 at 132 h are 58 m s-1 and 62 m s-1 respectively. NOFLOW has slightly weaker maximum 167 

intensity than SH5, which is associated with its secondary eyewall formation. 168 

The left column of Figure 2 shows the azimuthally averaged primary circulation and 169 

secondary circulation as well as the absolute angular momentum (M) for the three simulations at 170 

the selected times. Patricia (Figure 2a) has a compact primary circulation, with a surface radius 171 

of maximum azimuthally averaged tangential wind (RMW) of around 10 km. The 30-m s-1 contour 172 

extends only to a radius of 55 km. The 10-m s-1 contour reaches a height of 17 km, while the main 173 

outflow region is between z = 15 – 16.5 km. NOFLOW (Figure 2d) has a slightly larger primary 174 

circulation compared to Patricia. The surface RMW is around 18 km with the 30-m s-1 wind 175 

contour extending to a radius of 90 km. The main outflow region is located between z = 13 – 15 176 
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km. SH5 (Figure 2g) has the largest primary circulation among the three cases with a surface 177 

RMW of 22 km. The outflow height of SH5 is similar to NOFLOW.  178 

The absolute angular momentum is defined as 179 

𝑀 =  𝑟𝑉𝑡 +
1

2
𝑓𝑟2,                      (2) 180 

where 𝑟  is the radius to the surface center, 𝑉𝑡  is the azimuthally averaged tangential wind 181 

calculated using the surface center, and 𝑓 is the Coriolis parameter. In Patricia, we simply use the 182 

𝑓 value at Patricia’s surface center for calculation. Though 𝑓 changes with latitude, this difference 183 

in calculating M and even the entire second term of (2) are negligible in the TC’s inner core. The 184 

M surface that passes surface RMW (MRMW) follows the eyewall updrafts and then the outflow 185 

region. In this paper, the region of interest is along MRMW and its vicinity. The MRMW contour will 186 

act as a reference in the following sections.  187 

 188 

4. Results 189 

4.1 Gradient Wind balance 190 

The maximum wind speed and radial profile derived from the ER11 theory are both 191 

dependent on the gradient winds (𝑉𝑔) at the boundary layer top. We first evaluate the assumption 192 

of gradient wind balance. Using the azimuthally averaged pressure field from the model output, 193 

the gradient wind is calculated and shown in the second column of Figure 2. The difference field 194 

between 𝑉𝑡 and 𝑉𝑔 is shown in the third column of Figure 2. When compared to the azimuthally 195 

averaged tangential wind from the model output, the gradient wind captures the structure and 196 

magnitude within the TC inner core (radius < 100 km), above the boundary layer but below the 197 

outflow region. In the boundary layer, the super-gradient jet is missing in the gradient wind 198 

calculation as expected. The magnitude of the maximum gradient wind inside the boundary layer 199 
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is persistently smaller than the maximum tangential wind. In Sections 4.3 and 4.6, we use the 200 

altitudes where the maximum tangential winds first agree quantitively with the maximum gradient 201 

winds as the heights of the boundary layer top, which are z = 1.4 km for Patricia, z = 1 km for 202 

NOFLOW, and z = 1.5 km for SH5. 203 

  204 

4.2  Slantwise moist neutrality  205 

The ER11 theory assumes slantwise moist neutrality, which implies that the saturation 206 

entropy s* is a function of absolute angular momentum M alone (s* = s*(M)). This assumption is 207 

checked in Figure 3, in which the distributions of s* and M are shown. The calculation of saturation 208 

entropy uses the same equation as the equation (1) in ER11. From Figures 3a-c, we find that s* 209 

maximizes in the lower eye region (~ 3-km height in Patricia, ~ 4.5-km height in NOFLOW and 210 

SH5). The congruent M and s* surfaces are found in the lower boundary layer, the eyewall updrafts, 211 

and especially in the vast outflow region (Figures 3b, d and f). Hence, s*(M) is approximately 212 

satisfied in these quasi-steady-state TCs following the eyewall updrafts and the connected outflow. 213 

The assumption of the slantwise moist neutrality is thus reasonable in the vicinity of MRMW. 214 

Outside the eyewall region, the M surfaces are nearly orthogonal to s* surfaces in the lower 215 

troposphere above the boundary layer. 216 

 217 

4.3 Evaluation of the diagnostic maximum gradient wind speed equation  218 

From hydrostatic and gradient balance as well as slantwise moist neutrality, the derived 219 

angular velocity equation at the top of the boundary layer is (the equation (13) of E12): 220 

𝑉2 =  −(𝑇𝑏 −  𝑇𝑜)𝑀
𝑑𝑠∗

𝑑𝑀
,                           (3) 221 
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where 𝑇𝑏 is the temperature at the boundary layer top and 𝑇𝑜 is the outflow temperature where the 222 

tangential wind vanishes (𝑉𝑡 = 0 m s-1). To do the calculation from the azimuthally averaged fields 223 

of the three numerical simulations, we use 𝑇𝑏 on MRMW at the boundary layer top (z = 1.4 km for 224 

Patricia, z = 1 km for NOFLOW, and z = 1.5 km for SH5). For 𝑇𝑜, we use the outflow temperature 225 

on the MRMW at the location of 𝑉𝑡 = 0 m s-1 (NOFLOW and SH5) or at the radius that reaches the 226 

farthest edge of the domain (135 km for Patricia). Because of the congruence of M and s* surfaces 227 

along MRMW,  
𝑑𝑠∗

𝑑𝑀
  should be constant on the MRMW surface above the boundary layer. In order to 228 

avoid the unwanted fluctuations and obtain a smoother V evolution from (3), 
𝑑𝑠∗

𝑑𝑀
 is calculated using 229 

the linear regression coefficient of s* against M (Figure 4) in the outflow region. Generally 230 

speaking, the congruency of s* and M ensures their linear relationship, which can be used to get 231 

𝑑𝑠∗

𝑑𝑀
. But in the early stages of development, s* and M surfaces are not well aligned even in the 232 

updraft region, as shown by Peng et al. (2018, 2019), which will lead to the poor results of 
𝑑𝑠∗

𝑑𝑀
. To 233 

avoid imaginary values of V, we set 𝑀
𝑑𝑠∗

𝑑𝑀
 to zero wherever it is positive. The time-dependent 234 

values of  (𝑇𝑏 −  𝑇𝑜) and 𝑀
𝑑𝑠∗

𝑑𝑀
 as well as the diagnosed V are shown in Figure 5. Given the 235 

similar boundary layer top heights in Patricia and SH5, Patricia has a much larger temperature 236 

difference between the boundary layer top and the outflow region (95 K < 𝑇𝑏 −  𝑇𝑜  < 105 K) than 237 

SH5 (80 K < 𝑇𝑏 −  𝑇𝑜 < 85 K) during the quasi-steady state. The reason for this difference can be 238 

explained in two ways: one is that Patricia has a much higher outflow region than SH5 (Figures 239 

2a, g); the other is that the tropopause temperature in Patricia is much lower than that in SH5 (will 240 

be shown in Section 4.5). The value of (𝑇𝑏 −  𝑇𝑜) in NOFLOW is larger than SH5 mainly due to 241 

the lower boundary layer top. The time dependence of (𝑇𝑏 − 𝑇𝑜) is mostly due to the increasing 242 

height of the outflow region during the intensification stage. However, the variance of (𝑇𝑏 −  𝑇𝑜)  243 
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contributes at most 15%1 to the variance of V, which means the differences in V are mainly 244 

attributable to the differences in 𝑀
𝑑𝑠∗

𝑑𝑀
. Figures 5b, e and h show that, excluding the zeroed values 245 

near the beginning, 𝑀
𝑑𝑠∗

𝑑𝑀
 evolves from small values near 0 to ~ -75 m2 s-2 K-1 in Patricia, to ~ -45 246 

m2 s-2 K-1 in NOFLOW and ~ -60 m2 s-2 K-1 in SH5. Most of the intensification stages are captured 247 

in 𝑀
𝑑𝑠∗

𝑑𝑀
. The time dependence of 𝑀

𝑑𝑠∗

𝑑𝑀
 mostly comes from the entropy and absolute angular 248 

momentum distributions in the boundary layer which are highly related to the boundary layer 249 

dynamics as well as the surface exchange coefficients (it is not explicitly shown in (3), detailed 250 

derivation available in E12). From the right column of Figure 5, it is apparent that the diagnosed 251 

V is quantitatively comparable to 𝑉𝑡 and 𝑉𝑔 in all three simulations at all times after the storm is 252 

well developed, except for the early stage of SH5 when SH5 still has large asymmetry before the 253 

RI onset due to the vertical wind shear (Tao and Zhang 2019).  254 

 255 

4.4 Richardson number distribution  256 

The radial profile of the angular velocity at the boundary layer top in steady-state TCs 257 

developed in ER11 is about the role of small-scale turbulent mixing on setting the temperature 258 

stratification in the outflow region based on the critical Richardson number. When the Richardson 259 

number is smaller than this critical value, the flow is dynamically unstable and likely to initiate 260 

turbulent mixing. A classic way to parameterize the turbulence in numerical models uses 𝑅𝑖𝑐 = 1 261 

as a threshold (no turbulence for 𝑅𝑖 ≥ 1, increasing eddy diffusivity for decreasing 𝑅𝑖 when 𝑅𝑖 <262 

1). However, there is no specific critical value for 𝑅𝑖𝑐  in the free atmosphere for the WRF 263 

simulations with the YSU boundary layer scheme. The vertical diffusivity in the YSU boundary 264 

                                                 

1 This number is simply calculated by max(√
(𝑇𝑏− 𝑇𝑜)𝑚𝑎𝑥

(𝑇𝑏− 𝑇𝑜)𝑚𝑖𝑛
− 1) × 100% 
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layer scheme is a sensitive function of 𝑅𝑖  (equations A18 and A20 in Hong et al. 2006) and 265 

qualitatively behaves in a similar way as the classic turbulent parameterization for the free 266 

atmosphere. In this section, we will first check the distribution of the Richardson number and the 267 

existence of the Richardson number criticality (0 < 𝑅𝑖 ≤  1) at the selected times. The Richardson 268 

number calculation used in this paper follows  269 

𝑅𝑖 =  
𝑁2

𝑆𝐻2  =
(

𝑔

𝜃𝑣
)(

𝜕𝜃𝑣
𝜕𝑧

)

(
𝜕𝑉𝑡
𝜕𝑧

)2+(
𝜕𝑉𝑟
𝜕𝑧

)2
 ,                                        (3) 270 

where N is the Brunt–Väisälä frequency, a measure of the local static stability, 𝑆𝐻2 is the squared 271 

shear magnitude, 𝜃𝑣 is the virtual potential temperature, 𝑉𝑡  is the azimuthally averaged tangential 272 

wind, and 𝑉𝑟 is the azimuthally averaged radial wind. The calculation is based on the local vertical 273 

gradient of 𝜃𝑣  and shear, which indicates that the thicker the layer/model resolution, the more 274 

likely that large gradients will be averaged out in the small sub-regions of the layer of interest. 275 

Small positive Richardson number occur when the stratification is near neutral and/or when there 276 

is large vertical wind shear.  277 

The 𝑁2 distribution is shown in the first column of Figure 6. The 𝑁2 values are small just 278 

below tropopause, and values greater than 3×10-4 s-2 only occur in a thin layer in the TC’s eye 279 

below 3-km height, which corresponds to the large positive vertical gradient of s* in Figures 3a, c 280 

and e. Above the tropopause, the 𝑁2 values are large, as expected. The distributions of shear 281 

magnitudes are shown in the second column of Figure 6. In all three cases, the shear magnitude 282 

maximizes in the boundary layer, the eyewall updrafts, and the outflow region, which is related to 283 

the structure of the TC tangential and radial flows (Figure 2). The corresponding low Richardson 284 

numbers (0 < 𝑅𝑖 ≤  1) are found in the region where the eyewall updrafts intersect the outflow 285 

as well as in the boundary layer in all three cases. In NOFLOW and SH5, near-critical Richardson 286 

numbers are also found in the outflow regions extending out to radii larger than 260 km. In Patricia, 287 
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the coverage of small Richardson number in the outflow region is not as large as that in NOFLOW 288 

and SH5, which is due to a coarser vertical resolution at this height as described in Section 2. For 289 

a better sense of the magnitudes of 𝑁2, squared shear and corresponding Richardson number, their 290 

vertical profiles at select radii are shown in Figure 7. From the vertical profiles, we conclude that 291 

the smaller Richardson numbers in these regions are the result of both large shear and small static 292 

stability which is consistent with the observational studies of Molinari et al. (2014) and Duran and 293 

Molinari (2016). The coarser vertical resolution of Patricia results in the smaller 𝑆𝐻2  in the 294 

outflow region (Figure 7a). 295 

Given that the calculations of 𝑁2 , 𝑆𝐻2  and corresponding 𝑅𝑖  above are based on the 296 

azimuthally averaged fields and given that small-scale turbulent mixing happens locally in three 297 

dimensions, we further calculated the Richardson number at each grid point (x, y, z) and then 298 

checked the occurrence of the Richardson number criticality (0 < 𝑅𝑖 ≤  1) along the azimuth at 299 

a given radius and height (𝑟, 𝑧). In the left column of Figure 8, the high frequency (percentage > 300 

60%) of the Richardson number criticality in azimuth matches well with the critical Richardson 301 

number distribution simply using the azimuthally averaged fields (Figures 6c, f and i). This 302 

indicates that the approximation of axisymmetry for representing the three-dimensional fields 303 

works well for TCs in a quasi-steady state. 304 

In deriving the relationship between M and 𝑅𝑖 in ER11, the radial flow contribution to the 305 

shear is neglected. In order to evaluate this approximation, we calculated the ratio of  (
𝜕𝑉𝑡

𝜕𝑧
)2 to 306 

(
𝜕𝑉𝑡

𝜕𝑧
)2 + (

𝜕𝑉𝑟

𝜕𝑧
)2. A large ratio validates the assumption. The result (right column of Figure 8) 307 

shows that the contribution of the tangential wind is dominant in the area inside the eyewall and 308 

along MRMW in the outflow region, while the contribution of the radial wind is dominant in the 309 

boundary layer and in the outflow region away from MRMW. Thus, this approximation validates in 310 



 15 

the vicinity of MRMW. Neglecting the contribution of radial wind in the shear actually leads to 311 

smaller values of  
𝜕𝑇𝑜

𝜕𝑀
, which can result in a broader radial profile of the angular velocity above the 312 

boundary layer. 313 

In this section, we have confirmed the 𝑅𝑖 criticality in the outflow region near MRMW, 314 

which indicates the existence of small-scale turbulent mixing in this area in 3-D model simulations. 315 

Though there is no specific value for 𝑅𝑖𝑐 in the YSU boundary layer scheme, the model evolves 316 

toward a range of low but positive 𝑅𝑖  ( 0 < 𝑅𝑖 ≤  1 ) in the outflow region, in qualitative 317 

accordance with the assumption of 𝑅𝑖 criticality in the outflow region.  318 

 319 

4.5 Outflow temperature stratification in M coordinates  320 

The azimuthally averaged absolute temperature field and M surfaces are shown in the left 321 

column of Figure 9. The eye temperature inside MRMW is clearly higher than the temperature 322 

outside MRMW showing the existence of warm core. The horizontal gradient of the temperature 323 

across the eyewall is considerably sharper in Patricia than those in NOFLOW and SH5 which is 324 

consistent with the smaller scale of Patricia’s inner core and its higher intensity. Another 325 

interesting feature worth mentioning is the much colder tropopause temperature in Patricia, which 326 

partly contributes to its higher intensity as discussed in Section 4.3. The stratification of outflow 327 

temperature is quite obvious in Figures 9a, d and g that the M surfaces in the outflow region span 328 

over a range of absolute temperature values. A clearer way to display this stratification is shown 329 

in the middle and right columns of Figure 9, in which the M surfaces calculated from azimuthally 330 

averaged tangential wind are plot as a function of azimuthally averaged tangential wind and 331 

azimuthally averaged absolute temperature. The region that this temperature stratification builds 332 

up is highlighted in the magenta box in the left panels of Figure 9 and yellow contours of the 333 
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corresponding M surfaces in the right panels of Figure 9. The magnitude of 
𝜕𝑇𝑜

𝜕𝑀
  is largest in 334 

Patricia while Patricia has the most compact structure among the three.  335 

Given the assumptions of gradient wind balance, hydrostatic balance and slantwise moist 336 

neutrality, the self-stratification theory proposes that the outflow temperature stratification across 337 

M surfaces can be expressed by (1) in the introduction (the same as equation (31) in ER11). As 338 

stated in Section 4.4, subcritical Richardson numbers indicate the onset/existence of small-scale 339 

turbulence. Once the flow becomes turbulent, the Richardson number should be held near a critical 340 

value. By assuming the Richardson number in the outflow is near a critical value at some physical 341 

radius 𝑟𝑡 , the temperature stratification calculated by (1) at 𝑟𝑡  is then approximately used to 342 

represent the 
𝜕𝑇𝑜

𝜕𝑀
 at 𝑉𝑡 = 0 m s-1, which acts as an upper boundary condition to derive the radial 343 

profile of gradient wind above the boundary layer. In ER11, 
𝑅𝑖𝑐

𝑟𝑡
2 is replaced by  344 

𝑅𝑖𝑐

𝑟𝑡
2 =

𝐶𝑘

𝐶𝑑

1

𝑟𝑚
2 ,                     (4) 345 

where 𝑟𝑚 is the radius of maximum wind at the boundary layer top. 346 

Following the ER11 derivation but without using (1), the outflow temperature as a function 347 

of M is expressed as  348 

𝑇𝑜(𝑀)−𝑇𝑜𝑚

(𝑇𝑏−𝑇𝑜𝑚)
= 1 − (

𝑀

𝑀𝑅𝑀𝑊
)

2−
𝐶𝑘
𝐶𝑑/(

𝑟

𝑟𝑚
)2.                     (5) 349 

of which 𝑇𝑜𝑚  is the outflow temperature on MRMW, 𝑇𝑏  is the boundary layer top temperature 350 

(assumed to be a constant with radius) and 𝑇𝑜(𝑀) is the outflow temperature on M. By taking 
𝜕

𝜕𝑀
 351 

of (5), we get the stratification of the outflow temperature with respect to M without using (1): 352 

𝜕𝑇𝑜

𝜕𝑀
|

𝑀𝑅𝑀𝑊

=
(𝑇𝑏−𝑇𝑜𝑚)

𝑀𝑅𝑀𝑊
(

2

𝑟𝑚

𝑀𝑅𝑀𝑊
𝜕𝑀

𝜕𝑟
|
𝑟𝑚

− 1),                   (6) 353 
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where we use 
𝐶𝑘

𝐶𝑑
= 1, 𝑟 = 𝑟𝑚 and 𝑀 = 𝑀𝑅𝑀𝑊. 354 

We evaluate (1) as follows: firstly, we use (6) to calculate the outflow temperature 355 

stratification with respect to M given the radial profile of modeled tangential wind above the 356 

boundary layer (the fifth column of Table 1); secondly, we calculate the right-hand side of (1) 357 

using (4) and 
𝐶𝑘

𝐶𝑑
= 1 at the boundary layer top (the last column of Table 1). The values of each 358 

term from the three simulations are listed in Table 1.  359 

The values of 
𝜕𝑇𝑜

𝜕𝑀
 calculated from two methods with and without (1) agree well with each 360 

other, yielding a difference less than 20%, which is equivalent to a difference in M(r) of around 361 

3% for M surfaces near MRMW (evaluated from (5)). Therefore, equation (1) is approximately 362 

satisfied in the expected region, thus the self-stratification hypothesis is qualitatively consistent 363 

with the simulations of the three quasi-steady-state TC cases.  364 

 365 

4.6 Radial structure of the wind at the boundary layer top  366 

The stratification of the outflow temperature is finally used to derive the analytical solution 367 

of the steady-state radial structure of the gradient wind at the boundary layer top in ER11. The V(r) 368 

is in form of angular momentum: 369 

(
𝑀

𝑀𝑅𝑀𝑊
)2−(𝐶𝑘/𝐶𝑑) =

2(𝑟/𝑟𝑚)2

2−(𝐶𝑘/𝐶𝑑)+(𝐶𝑘/𝐶𝑑)(𝑟/𝑟𝑚)2
 .      (7) 370 

In order to get this analytical solution, some further assumptions are made: 371 

1. 𝐶𝑘/𝐶𝑑, Tb, 
𝑅𝑖𝑐

𝑟𝑡
2 , sea surface saturation entropy (𝑠0

∗) are constants; 372 

2. entropy and angular momentum are well mixed in the boundary layer that 
𝑑𝑠∗

𝑑𝑀
 at 373 

the surface can be used to represent the 
𝑑𝑠∗

𝑑𝑀
 at the boundary layer top. 374 
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Using (1) together with the gradient wind balance and slantwise moist neutrality while 375 

neglecting the Coriolis terms in the inner core and maximizing V at 𝑟𝑚, we can derive the radial 376 

distribution of the gradient wind speed for steady-state tropical cyclones above the boundary layer 377 

as presented in (7).  378 

Figure 10 compares the radial profiles of model derived azimuthally averaged tangential 379 

wind speed, gradient wind speed calculated from azimuthally averaged pressure field and 380 

analytical solution from the simplified model. The analytical solution with 
𝐶𝑘

𝐶𝑑
= 0.5  has the 381 

broadest profile with respect to 𝑟/𝑟𝑚 . With larger 
𝐶𝑘

𝐶𝑑
, the analytical solution becomes more 382 

compact. The radial wind profiles of Patricia and SH5 derived from the model simulations tend to 383 

be more compact than the analytical solutions with 
𝐶𝑘

𝐶𝑑
 in a reasonable range of [0.5, 1.5] (Bell et 384 

al. 2012) inside ~ 6RMW. The radial profile of the tangential wind in NOFLOW outside RMW 385 

decays more slowly than that in Patricia and SH5, which is closer to the analytical solution. This, 386 

however, is due to the broadening of the wind field before the secondary eyewall formation 387 

(secondary updrafts near 40-km radius shown in Figure 2d) in NOFLOW.  388 

The discrepancies in the profiles are not surprising in view of the assumptions to derive the 389 

analytical solution. First of all, 
𝐶𝑘

𝐶𝑑
 in the model is not constant with radius (decreasing with radius 390 

outside the eyewall region in these simulations). Secondly, the assumption that the boundary layer 391 

is well mixed, which is however not the case as shown in many studies (Zhang et al. 2011, Kepert 392 

et al. 2016), will introduce some deviation of the analytical solution from the modeled 
𝑑𝑠∗

𝑑𝑀
 and 393 

hence the radial profile. Thirdly, the 3-dimensional simulations have an additional dimension of 394 

freedom compared to axisymmetric models, permitting asymmetries at all scales that can have an 395 

impact on the distribution of surface fluxes and stress (hence s* and M in the boundary layer) as 396 
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well as the storm structure. Besides the discrepancies in the parameters, neglecting the radial 397 

component of the vertical shear in the derivation of ER11 and the gradient of temperature with 398 

respect to s* in pressure coordinates (first term on the right-hand side of equation (29) in ER11) 399 

will lead to smaller 
𝜕𝑇𝑜

𝜕𝑀
. Given the smaller 

𝜕𝑇𝑜

𝜕𝑀
 used in the analytic solution, the radial profile of 400 

angular velocity can be expected to be broader than the modeled radial profile. Nevertheless, the 401 

analytical solution and its derivation process are beneficial for understanding tropical cyclones 402 

from both the dynamic and thermodynamic aspects as well as giving insights on the connection of 403 

the outflow region and the boundary layer dynamics. Generally speaking, the analytical solution 404 

gives a plausible approximate radial profile for the tangential wind above the boundary layer for 405 

mature tropical cyclones. 406 

 407 

5. Summary and conclusions 408 

Three simulations (one deterministic forecast of Hurricane Patricia, one idealized case with 409 

no background flow and one idealized case with vertical wind shear) are used to evaluate the 410 

assumptions used in ER11, the diagnosed maximum gradient wind at the boundary layer top and 411 

the analytical solution of the radial profile for gradient wind above the boundary layer. The three 412 

cases are representative of three groups of TCs: real TCs with asymmetries and strong 413 

environmental influences, TCs in idealized homogeneous environment with near-axisymmetric 414 

structures, and TCs in idealized sheared environments with asymmetries. 415 

The diagnosed maximum gradient wind at the boundary layer top using (3) is quantitatively 416 

comparable to the modeled maximum azimuthally averaged tangential wind and gradient wind 417 

calculated from the azimuthally averaged pressure field after an initial organization stage, when 418 

the congruence of s* and M surfaces becomes established, as shown by Peng et al. (2018). One 419 
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important thing to emphasize is that the diagnosed maximum V from (3) is for the gradient wind, 420 

while the model simulated flow can be super-gradient within the boundary layer. For the three 421 

cases in this study, the diagnosed maximum V is consistently smaller than the modeled maximum 422 

tangential wind 𝑉𝑡 but comparable to the maximum gradient wind 𝑉𝑔 within the boundary layer, as 423 

expected (Figures 2c, f and i).  424 

In the three cases studied in this paper, the slantwise moist neutrality assumption is satisfied 425 

along the MRMW surface from the boundary layer top through the outflow region. Near-critical 426 

Richardson numbers are found in the outflow region along MRMW, resulting from the large vertical 427 

wind shear and the reasonably small Brunt–Väisälä frequency in the upper troposphere. The 428 

criticality of Richardson numbers in the outflow region indicates the existence of small-scale 429 

turbulent mixing. We also analyzed several simulations with the same setups but different vertical 430 

and horizontal grid spacings (not shown), and found that the degree of Richardson number 431 

criticality in the outflow region is closely related to the model resolutions, especially the vertical 432 

resolution. The higher model resolution (mainly vertical), the larger the area of Richardson number 433 

criticality. However, the region where the updrafts transition to the outflow always has small 434 

Richardson number.  435 

The results of this analysis support the hypothesis of ER11 and E12 that the intensity and 436 

structure of tropical cyclones partially depend on the stratification of the outflow temperature. 437 

Equation (1) gives a plausible estimate of the outflow temperature stratification on M surfaces at 438 

𝑉𝑡 = 0 m s-1, which is used to further derive (7). The analyses in Sections 4.2-4.5 also works for 439 

developing storms with established slantwise neutrality, while the analytical solution given by (7) 440 

is for steady-state tropical cyclones (steady-state assumption is used during derivation). The 441 

simulated radial structure of tangential wind at the boundary layer top is broadly consistent with 442 
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the analytic solution based on the assumption of criticality in the outflow region, but there are 443 

some discrepancies due to simplifications in the analytic model as described in Section 4.6. Further 444 

analysis of how the outflow temperature stratification evolves and analysis of the theoretical 445 

assumptions in the boundary layer will be studied in follow-up research. 446 
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