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ABSTRACT

Errors in tropical cyclone intensity forecasts are dominated by initial-condition errors out to at least a few

days. Initialization errors are usually thought of in terms of position and intensity, but here it is shown that

growth of intensity error is at least as sensitive to the specification of inner-core moisture as to that of the wind

field. Implications of this finding for tropical cyclone observational strategies and for overall predictability of

storm intensity are discussed.

1. Introduction

Prediction of tropical cyclone intensity remains a sig-

nificant challenge, with little improvement in forecast

skill over the past few decades (DeMaria et al. 2014). This

lack of improvement has been attributed to a variety of

factors, from inadequate observations of the atmosphere

and upper ocean, to lack of ability to assimilate obser-

vations, to model errors, but in recent years there has

been a concerted effort to improve intensity forecasts

(Gall et al. 2013).

In a recently published paper (Emanuel and Zhang

2016), the authors attempted to quantify the intrinsic

predictability of tropical cyclone intensity and to distin-

guish the various causes of loss of predictability, using a

perfect model framework to isolate the intrinsic pre-

dictability. They showed that forecast intensity error out

to a few days is dominated by errors in the initial wind

field, after which errors in forecasting the large-scale en-

vironment begin to dominate through their effects on the

track of and wind shear experienced by the storms. They

also provided evidence that there remains a significant gap

between operational intensity forecast skill and skill

that is theoretically achievable given optimistic esti-

mates of tropical cyclone initial-condition specification

and of large-scale environmental prediction skill.

In that work, the water vapor content of the inner core

of the tropical cyclonemodel was held fixed between the

control and perturbation experiments and so was not

considered as a source of forecast error. Here we focus

on the importance of the correct initialization of inner-

core moisture.

Here we use the term ‘‘inner core’’ somewhat loosely

to denote the broad region of ascent that includes the

eyewall and weaker but deep convection just outside it

but does not include the eye itself (if there is one) or the

region of more isolated spiral bands farther away from

the center. In idealized numerical simulations that begin

with a weak cyclonic disturbance near the surface, storm-

scale ascent occurs inside the radius at which the radial

mass flux peaks, and this radius could be used, though not

without some ambiguity, to separate the inner core from

the outer region, while the eye could be identified with

weak descent inside the eyewall.

Corresponding author: Kerry Emanuel, emanuel@mit.edu

Denotes content that is immediately available upon publica-

tion as open access.
This article is licensed under a Creative Commons

Attribution 4.0 license (http://creativecommons.

org/licenses/by/4.0/).

JULY 2017 EMANUEL AND ZHANG 2315

DOI: 10.1175/JAS-D-17-0008.1

� 2017 American Meteorological Society

mailto:emanuel@mit.edu
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


There are abundant reasons to focus on inner-core

moisture. Emanuel (1989) demonstrated, using a simple

balanced axisymmetric tropical cyclone model, that the

inner core, defined as in the preceding paragraph, had to

be nearly saturated before intensification by surface

fluxes could begin. He showed that even small degrees of

subsaturation resulted in convective downdrafts, driven

by evaporation of rain, that import low-entropy air into

the subcloud layer and thereby negate the tendency of

surface fluxes to increase subcloud-layer entropy.

Moisture outside what we are here referring to as the

inner core is also important to storm intensity, especially

when environmental shear is present. If the shear is

strong enough, lower moist static energy outside the

core can be advected into the core in a process that is

known as ‘‘ventilation’’ (Tang and Emanuel 2010). But

this happens on an advective time scale, so moisture

anomalies far from the storm center take some time to

influence the core, whereas initial errors in inner-core

moisture have an almost immediate effect. While we

here focus on inner-core moisture anomalies, we do not

claim that anomalies outside the core are unimportant,

particularly at longer lead times.

Rappin et al. (2010) used the Weather Research and

Forecasting (WRF)Model to perform three-dimensional

simulations of tropical cyclogenesis at high (convection

permitting) horizontal resolution. They also demon-

strated that surface intensification of vortices begins

only if and when a mesoscale column in the storm’s core

becomes nearly saturated. Before that happens, or in

failed cases of genesis, convective downdrafts quench any

tendency of enhanced surface enthalpy fluxes to increase

boundary layer entropy, even though a mesocyclone

aloft may intensify by evaporation and melting of

falling precipitation.

More fundamentally, Pauluis and Held (2002) showed

that, in ordinary radiative–convective equilibrium, the

overall irreversible entropy production in the system is

limited by the radiative export of entropy to space and

that the great majority of this limited total entropy pro-

duction is used up in mixing (diffusion) across strong

gradients of water vapor, leaving very little for kinetic

energy dissipation. To transition to a state having large

dissipation of kinetic energy, as with tropical cyclones,

theremust be a drastic reduction in entropy production by

mixing acrosswater vapor gradients. This can only happen

if the moist convection takes place in nearly saturated air

so that there is little mixing of dry air into clouds.

Even when a tropical cyclone does develop, it remains

susceptible to mixing of dry air into the core, as first sug-

gested by Simpson and Riehl (1958). Tang and Emanuel

(2010) showed quantitatively how ventilation of the trop-

ical cyclone core reduces the storm’s intensity and that too

much ventilation will destroy it altogether. This is consis-

tent with Pauluis and Held’s (2002) observation that en-

tropy production is easily dominated by mixing of dry and

moist air, subtracting from that which could be used for

kinetic energy dissipation.

It stands to reason, therefore, that the rate of intensi-

fication of tropical cyclones is sensitive to the degree of

subsaturation of the inner core, where the eyewall con-

vection occurs. In the simple Coupled Hurricane In-

tensity Prediction System (CHIPS; Emanuel et al. 2004),

used routinely to predict tropical cyclone intensity in

near–real time,1 the inner-core moisture is initialized by

matching the initial rate of intensity change to the ob-

served change of intensity over the history of the storm to

date. Failure to initialize the inner-core moisture prop-

erly yields large forecast errors, even if the initial maxi-

mum wind speed is free of error.

Our purpose here is to quantitatively assess the influ-

ence of initial inner-core moisture errors on tropical cy-

clone prediction skill. We take three approaches to this.

First, we examine a single case study: Hurricane Joaquin

of 2015. Using a full-physics WRF Model (Skamarock

et al. 2008) and an ensemble-based data assimilation sys-

tem (Zhang et al. 2009; Weng and Zhang 2012, 2016), we

produce several large ensembles of forecasts that differ in

their initialization of inner-core moisture either with or

without initial differences in wind speed, while keeping

the environmental initial conditions and boundary con-

ditions the same for all ensemblemembers.We repeat this

exercise using the simple CHIPS model. Second, we ex-

tend the work of Emanuel and Zhang (2016) to include

initial inner-core moisture perturbations, comparing their

growth to the growth of error from other sources in a

perfectmodel framework. Finally, we introduce a new toy

intensity model, consisting of a pair of ordinary differen-

tial equations, designed to mimic the behavior of the full

CHIPS model, and use this to assess error growth in a

simple forecast system.

2. Sensitivity to inner-core moisture: A case study

We begin with a single case as an example of the sen-

sitivity of intensity forecasts to initial inner-coremoisture.

The case in point is Atlantic Hurricane Joaquin of 2015.

Joaquin developed east of the Bahamas on or about

27 September and drifted slowly southwestward, turning

back northeastward on 2 October. It intensified very

rapidly, beginning at about 1200 UTC 29 September, a

development that theNationalHurricaneCenter forecast

andmost objective guidance products failed to anticipate,

1 http://wind.mit.edu/;emanuel/storm.html.
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as shown in Fig. 1. More remarkable is the large spread

in forecast intensities. At 1200 UTC 3 October, when

the storm reached its peak intensity of 135 knots

(1 kt5 0.51m s21), forecast intensities ranged from 60 to

140kt. This is a good example of the large uncertainty and

low skill currently associated with tropical cyclone in-

tensity forecasts. Tragically, in this case, failure to antic-

ipate the rapid development and high intensity achieved

by Joaquin may have been among the factors leading to

the loss of the ship El Faro with all hands.

a. WRF Model simulations

The ensemble forecasts based on the WRF Model,

version 3.5.1 (Skamarock et al. 2008), initiated with the

ensemble Kalman filter (EnKF) analysis perturbations at

1200 UTC 29 September 2015 from The Pennsylvania

StateUniversity (PSU) experimental real-time convection-

permittinghurricaneanalysis and forecast systemproduceda

large ensemble spread, consistent with the large errors in

Joaquin’s intensity forecasts, as well as the large divergence

in forecast intensity guidance (Fig. 1) and among the en-

semble track forecasts (not shown). The real-time PSU

WRF-EnKF system (Weng and Zhang 2016) used a

60-member ensemble with a finest grid spacing of 3 km

that assimilated nonradiance conventional observations

plus reconnaissance airborne dropsonde and flight-level

observations for Joaquin.

To separate the influence of the inner-core versus en-

vironmental conditions on Joaquin’s intensity forecast

uncertainties, we performed a WRF-based ensemble

forecast experiment that is similar to the real-time PSU

WRF-EnKF ensemble, but using only the real-time en-

semble perturbations in the inner-core region (within a

radius of 300km) while relocating the center of each

member’s initial vortex to the PSU WRF-EnKF analysis

mean position. The environmental conditions (outside a

radius of 600km from the vortex) are the same in all

members and are interpolated from the NCEP opera-

tional Global Forecast System (GFS) analysis. Linear

interpolation is applied to each member for radii be-

tween 300 and 600 km, assigning a decreasing weight

(from 1 to 0) to the real-timeWRF-EnKF initial ensemble

perturbations and an increasingweight (from 0 to 1) to the

GFS analysis. The mean and ensemble spread (in terms

of standard derivation) of the azimuthally averaged

tangential wind and relative humidity are shown in

Fig. 2. The spread in surface azimuthal wind reaches

peak values of about 10m s21, while the relative hu-

midity spread reaches a peak amplitude of around 16%

near the storm center in the middle to upper tropo-

sphere. But note that the largest humidity perturba-

tions are in the unsaturated eye region and probably do

not have much effect on subsequent intensification. We

will address this issue presently.

This new WRF ensemble simulation with only initial

inner-core perturbations reproduced the intensity fore-

cast uncertainties (Fig. 3), but as we used the same GFS

environmental conditions for each ensemble member,

there is little forecast divergence in the ensemble tracks

(not shown), implying that, at least for this forecast

initialization time of Joaquin, the track forecast is pri-

marily influenced by the large-scale environment (to be

examined in a separate study), while the intensity fore-

cast is predominantly determined by the initial inner-

core dynamic and thermodynamic conditions.

To isolate the influence of inner-core moisture above

the hurricane boundary layer, we perform two other en-

semble experiments, identical to that illustrated in Fig. 3,

but with one retaining only moisture perturbations (Fig. 2,

right) and the other retaining only moisture perturbations

above the boundary layer (using a linear transition zone

from zero perturbations at 900hPa to full perturbations at

850hPa) and outside of the eye (from zero perturbations

at 25-km radius to full perturbations at 50km). The results

are shown in Figs. 4 and 5. These two additional ensemble

experiments demonstrate that, while initial inner-core

vortex intensity perturbations are strongly influential,

there are considerable uncertainties in the hurricane in-

tensity forecast with only inner-core moisture perturba-

tions (Fig. 4). Moreover, even retaining the inner-core

moisture perturbations only above the boundary layer and

outside the eye will lead to considerable intensity spread

(Fig. 5). Another ensemble experiment that is the same as

FIG. 1. Evolution over time of the maximum surface wind speed

in Hurricane Joaquin as observed (thick blue) and predicted at

1200 UTC 29 Sep according to the official National Hurricane

Center forecast (OFCL; black), and four objective intensity guid-

ance products: CHIPS (light blue), the Decay Statistical Hurricane

Prediction (DSHP; green), the Geophysical Fluid Dynamics Lab-

oratory model (GFDL; yellow), and the Hurricane Weather Re-

search and Forecasting Model (HWRF; red).

JULY 2017 EMANUEL AND ZHANG 2317



in Fig. 5, but retaining only the boundary layer moisture

perturbations, shows a similar level of influence on hurri-

cane intensity (not shown).

Sensitivity of tropical cyclone intensity to initial

moisture uncertainties was also investigated through

real-data, full-physics, convection-permitting ensemble

simulations in Sippel and Zhang (2008, 2010), Zhang

and Sippel (2009), and Munsell et al. (2013, 2015),

though none of these previous studies exclusively fo-

cused on realistic inner-core moisture-only perturba-

tions. Meanwhile, recently idealized full-physics WRF

simulations (Zhang and Tao 2013; Tao and Zhang 2014)

also showed that the intensity forecast can be in-

trinsically limited (especially during the development

stage), even if only perturbed withminute, unobservable

boundary layer moisture uncertainties for moderately

sheared tropical cyclones, though a constant environ-

mental condition will eventually grow the ensemble

members to similar intensity after rapid intensification.

b. CHIPS simulations

CHIPS (Emanuel et al. 2004) is a simple, axisymmetric,

quasi-balanced tropical cyclone model phrased in angular

momentum coordinates and coupled to a simple, one-

dimensional upper-ocean model that allows for the

physics of storm-induced vertical mixing. CHIPS has been

used for about 15 years to make real-time forecasts of

tropical cyclone intensity globally. The forecasts them-

selves have been archived, together with key environ-

mental parameters along the forecast track; these include

potential intensity and vertical shear of the large-scale

horizontal wind. In recent years, we have run a seven-

member ensemble defined by perturbing the initial inten-

sity and inner-core moisture and predicted environmental

wind shear. The control forecast for Joaquin made at

1200 UTC 29 September 2015 is shown in Fig. 1.

After a particular event has occurred, we routinely rerun

theCHIPSmodel using the observed (rather than forecast)

track and the operationally analyzed wind shear and po-

tential intensity along the track. This allows us to minimize

error sources related to incorrectly forecast track and wind

shear so as to focus on model and initialization errors.

Herewe create ensembles of such poststorm simulations

by perturbing the initial intensity and inner-core moisture.

Each ensemble member uses the same track and large-

scale environmental conditions. The initial vortex is spec-

ified by a peak gradient wind at the surface, and the radius

at which this gradient wind reaches its peak value. Thus,

perturbing the initial peak wind is straightforward.

FIG. 2. Ensemble mean (solid black contours) and standard deviations (colored shading) of (left) azimuthally

averaged tangential wind (m s21) and (right) relative humidity (%) for the WRF Model simulations.

FIG. 3. The intensity forecast of theWRF ensemble using only the

PSU WRF-EnKF real-time ensemble analysis perturbations in the

inner-core region. The thick red line shows the ensemble member

considered to be of highest quality whose initial conditions and first

48-h forecast match closely to the best-track observations.
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For real-time forecasts, CHIPS is run from the in-

ception of the storm up to the current time, and the

degree of inner-core saturation is continuously varied

so as to best match the history of the storm’s intensity.

In these forecasts, and in what follows, ‘‘inner core’’ is

defined to be within 1.3 times the radius of maximum

winds. The rate of intensification of CHIPS-simulated

storms is quite sensitive to inner-core moisture, so

matching the simulated storm’s intensity to the his-

tory of the real storm’s intensity up to the current

time has the effect of initializing the inner-core mois-

ture. This is highly advantageous in view of the paucity

of observations of tropospheric water vapor in the in-

ner cores of tropical cyclones. We shall return to this

point in advocating for tropical cyclone data assimila-

tion that accounts for at least the recent history of

the storm.

Once initialized, the inner-core moisture is predicted

by a rate equation that accounts for vertical advection

within the storm and a parameterized interaction with

environmental wind shear. [See Emanuel et al. (2004)

for a more complete discussion of this.]

For the present purposes, we initialize the inner-core

moisture through specification of a parameter we label

d, which varies from 0 to 1.When d5 0, the initial inner-

core moist static energy at midlevels in the troposphere

is identical to that of the unperturbed environment,

while d 5 1 corresponds to saturation of the inner core.

Thus, d is defined as

d[
h
ic
2h

e

h
ic
*2h

e

,

where hic is the moist static energy of the inner core, hic*

is its saturation value, and he is the environmental moist

static energy.

Figure 6a shows the evolution of 21 CHIPS hindcasts

in which the initial value of the d parameter is fixed at 0.9

while the initial wind speed is varied over the range

from 25 to 15ms21 in increments of 0.5m s21. This

range is conservative relative to contemporary estimates

of uncertainty in tropical cyclone intensity (Landsea and

Franklin 2013). Clearly, the forecast intensity is sensitive

to the initial intensity, which is consistent with the full

3D convection-permitting WRF ensemble experiments

shown in Fig. 2 for the same event.

All of the hindcasts shown in Fig. 6b are initialized at

the observed intensity, but with initial d values ranging

from 0.5 to 1 in increments of 0.05. (If the environ-

mental relative humidity were 50%, an initial d value of

0.5 would correspond to an inner-core relative humid-

ity of about 75%. In this case, varying d values ranging

from 0.5 to 1 would correspond to varying the relative

humidity over a range of about 25%. This is a bit larger

than the ensemble variance we used in the WRF sim-

ulations (Fig. 2). To our knowledge there are no pub-

lished studies of the uncertainty in initial estimates

of observed tropical cyclone inner-core humidity.)

The intensity evolution is quite sensitive to inner-core

moisture variations over a realistic range. Thus, the

CHIPS model exhibits roughly the same sensitivity to

initial inner-coremoisture as exhibited by the fullWRF

FIG. 5. As in Fig. 4, but using only initial inner-core moisture

perturbations above the boundary layer (with a linear transition zone

from zero perturbations at 900 hPa to full perturbations at 850 hPa)

outside of the eye (from zero perturbations at 25-km radius to per-

turbations at 50 km). The initial wind speed corresponds to PSU

WRF-EnKF real-time analysis mean shown in Fig. 2 (left).

FIG. 4. As in Fig. 3, but retaining only the inner-core moisture

perturbations. The initial wind speed corresponds to PSU WRF-

EnKF real-time analysis mean shown in Fig. 2 (left).
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Model ensemble experiments discussed in the previous

subsection (Figs. 4, 5).

This sensitivity, so far demonstrated across twomodels,

is the main result of the present work.

c. Tropical cyclone intensity simulator

Partly to encourage further tropical cyclone intensity

predictability studies, we developed a highly simplified

tropical cyclone intensity algorithm that can be very

rapidly coded and solved. We started with a theoretical

development equation developed by Emanuel (2012)

for the special case in which a tropical cyclone has a

completely saturated inner core and develops without

interaction with shear or feedback from the ocean or

from isothermal expansion effects:

dV

dt
ffi C

D

2h
(V2

p 2V2) , (1)

where V is the maximum circular wind speed near the

surface,CD is the surface drag coefficient, h is a boundary

layer depth, andVp is the potential intensitymodified by a

function of the surface exchange coefficients of enthalpy

and momentum. We sought to modify (1) to account for

unsaturated inner cores, wind shear, and interaction with

the underlying ocean. After much experimentation, we

developed the following pair of ordinary differential

equations:

dV

dt
5

1

2

C
D

h
(aV2

pm
3 2V2) , (2)

and

dm

dt
5

1

2

C
D

h
[(12m)V2 2:2Sm], (3)

where V is the maximum circular wind speed, m is

an inner-core moisture variable that varies between

0 and 1, S is the magnitude of the 850–250-hPa envi-

ronmental wind shear, and a is an ocean interaction

parameter. [In (2) and (3), the units of V, Vp, S, and h

must be consistent.] The ocean feedback parameter

is modeled after the results of Schade and Emanuel

(1999):

a5 12 0:87e2z , (4)

where

z[ 0:01G20:4h
m
u
T
V

p
V21 . (5)

Here, G is the submixed-layer thermal stratification

[K (100m)21], hm is the ocean mixed-layer depth (m),

and uT is the storm translation speed (m s21).

In (2) and (3) we have not explicitly accounted for

isothermal expansion effects, though they may be in-

corporated in the definition of Vp.

Note that, in the absence of ocean feedback (a 5 1)

and shear, the steady solution of (2) and (3) is V 5 Vp,

m51, as expected. If we regard the product 2.2Sm as the

ventilation y introduced by Tang and Emanuel (2010),

then, in the absence of ocean feedback, the steady so-

lution of (2) and (3) is given as the solution to

V*5/3 2V*1 y*5 0, (6)

where the asterisks indicate that the quantity has been

normalized by the potential intensity Vp. This may be

compared to the equilibrium equation developed by

Tang and Emanuel (2010), which has the form

V*3 2V*1 y*5 0. (7)

FIG. 6. Evolution of CHIPS hindcasts (red) of Joaquin, initialized at 1200 UTC 29 Sep 2015, compared to best-

track intensity (blue). (a) Each hindcast is initialized with d 5 0.9 and with the initial wind speed varying by

65m s21 from the initial best-track value. (b) Each hindcast is initialized with the observed wind speed, but with

d values ranging from 0.5 to 1.
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The different exponents in (6) and (7) arise from

different assumptions about the physics and from the

desire here to closely mimic the full CHIPS model be-

havior. Solutions to (6) and (7), normalized to have the

same threshold value of y*, are compared in Fig. 7. They

are quite similar in form. As shown by Tang and

Emanuel (2010), the upper branches of the solution are

stable equilibria, while the lower branches are unstable.

In our case (and perhaps in that of Tang and Emanuel

2010), y* depends on m, so the solutions to (6) are not

truly in terms of external quantities. Expressed as a

function of the external quantity S* (shear normalized

by potential intensity), the equilibrium equation is

V*1/3 2V*2 S*5 0. (8)

Solutions of (8) are plotted in Fig. 8. Note that the

upper stable equilibrium intensity decays almost line-

arly with increasing shear, until the shear approaches

its critical value, when the intensity drops off more

sharply. Also note that the critical intensity needed for

amplification (the lower branch of the curve) is very

small until the shear approaches its critical value.

Above the critical shear, given by the rightmost point

in Fig. 8, no equilibrium solution exists, and all solu-

tions decay over time.

We apply the system given by (2) and (3) to the forecast

of Joaquin initialized as before at 12 UTC 29 September

2015. As before, we drive the simple model with the an-

alyzed potential intensity, environmental wind shear, and

upper-ocean properties along the track. We use CD 5
1.2 3 1023 and h 5 1400m and integrate the system

with a simple leapfrog time scheme with an Asselin filter

value of 0.1 and a time step of 240 s. A 6-day forecast with

this scheme runs in about 0.002 s on an ordinary laptop

computer.

As before, we run one ensemble in which perturba-

tions ranging from 25 to 15m s21 in increments of

0.5m s21 are added to the observed initial wind speed.

For these simulations, we initialized m with a value of

0.3. In a second ensemble, we fix the initial intensity

at its observed value while varying the initial value of

m from 0.1 to 0.6 in increments of 0.05. The results of

these two sets of simulations are shown in Fig. 9 to-

gether with the evolutions of the observed potential

intensity and environmental wind shear along the ob-

served track, the best-track intensity, and a single

simulation of the full CHIPS model (one of the simu-

lations displayed in Fig. 6).

Comparing these results with those of the full CHIPS

model in Fig. 6, it is clear that the simple model intensity

errors do not amplify as quickly (or decay as fast), per-

haps because the nonlinearity of the simple model is

weaker than that of the full CHIPS. But even in this

simple model, errors resulting from the moisture ini-

tialization amplify quickly over the first day or so and

persist for many days. But once the storm ceases in-

tensifying, the errors collapse smoothly to zero as the

storm equilibrates to environmental conditions. This

error decay is also evident in the full CHIPS simulations

(Fig. 6) but happens more slowly.

We hope that our simple system, consisting of (2)–(5),

will inspire further studies of intrinsic tropical cyclone

intensity predictability, and we believe it may serve as an

alternative to purely statistical intensity algorithms for

use in tropical cyclone risk models.

FIG. 7. Equilibrium solutions for normalized maximum wind as

a function of normalized ventilation, for Tang and Emanuel (2010;

red), and of (6) (blue). The upper branches are stable equilibria,

while the lower branches are unstable.

FIG. 8. Solution of (8) for the equilibrium maximum wind speed

as a function of the normalized environmental wind shear S*. As

before, the upper branch is stable while the lower branch is un-

stable. The rightmost point of the curve represents a critical shear

above which no equilibrium solution exists and all solutions decay

with time.
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3. Comparative effects of initial inner-core
moisture on intensity errors

To explore more comprehensively the error growth

owing to moisture initialization errors, we apply the

framework developed by Emanuel and Zhang (2016).

They used the tropical cyclone risk model of Emanuel

et al. (2008) to simulate 3100 tropical cyclones in the

North Atlantic, downscaled from NCAR–NCEP rean-

alyses. The storms were initialized with intensities vary-

ing randomly between 10 and 110kt and run forward until

their surface winds dropped below a threshold. The

storms were then reinitialized with perturbations applied

to their initial intensities and/or to their tracks and envi-

ronmental wind shears. Comparison of these perturbed

simulations to the control gave estimates of intensity er-

ror growth over time. [SeeEmanuel andZhang (2016) for

detailed descriptions of the experiments.]

All the events simulated in that work were initialized

with the CHIPS moisture parameter d set to 1, so

sensitivity to moisture initialization was not examined.

Here we add one new set of simulations identical to the

control set but with d5 0.8 so each event begins with a

drier inner core. (For an environmental relative hu-

midity of 50%, this corresponds to an inner-core rela-

tive humidity of about 90%.) The root-mean-square

difference between this set of simulations and the

control is shown by the cyan curve in Fig. 10 and

compared to the other error sources documented by

Emanuel and Zhang (2016). (Figure 10 is identical to

their Fig. 4, but with the addition of the cyan curve

showing error growth due to initial inner-core moisture

perturbations.)

Consistent with our analyses of the Joaquin simula-

tions, error growth owing to initial inner-core moisture

errors is very fast and reaches a limit very quickly.

For the perturbation to the CHIPS d parameter used

here, this limiting error is somewhat larger than that

resulting from the initial intensity perturbations used

by Emanuel and Zhang (2016). The initial inner-core

humidity perturbation is equivalent to 20% of the dif-

ference between the actual and saturation specific hu-

midities on the middle troposphere, yet this is sufficient

to cause rapid divergence of the solution from the

control.

This result generalizes our findings from the single case

study of Hurricane Joaquin: failure to properly initialize

FIG. 9. Evolutions of ensembles of the simple model (red) initialized at 1200 UTC 29 Sep 2015, compared to the

best-track intensity (black) and a single hindcast using the full CHIPS model (blue). Potential intensity (dashed

blue) and environmental shear (green) are also shown. (left) An ensemble formed by varying the initial intensity by

65m s21, with the initial value ofm fixed at 0.3. (right)An ensemble initializedwith the observed intensity, but with

the initial value of m varying from 0.1 to 0.6.

FIG. 10. As in Fig. 4 fromEmanuel andZhang (2016), but with the

addition of root-mean-square intensity error owing solely to initial

inner-core moisture perturbations (cyan curve). Other curves are

errors resulting from initial intensity error only (deep blue), errors in

forecast environmental shear (red), initial intensity and forecast

shear together (yellow), forecast track errors (magenta), and initial

intensity and forecast track error together (green).
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inner-core water vapor in the free troposphere can be a

large source of tropical cyclone intensity error.

4. Summary

Using the full-physics convection-permitting tropical

cyclone data assimilation and forecast system developed

by Zhang et al. (2009) and refined by Weng and Zhang

(2016), we showed that the evolution of forecast intensity

is sensitive to initial inner-core tropospheric moisture as

well as to the initial wind field. This sensitivity is also

apparent in the simpler CHIPS model (Emanuel et al.

2004) as well as a very simple intensity simulator pre-

sented here for the first time. For reasonable estimates of

its magnitude, initial inner-core moisture error may well

dominate forecast intensity error out to several days’ lead

time. Beyond that, errors in free-tropospheric moisture

outside the core, though not examined here, also play a

role, as they affect the magnitude of ventilation of the

core if large-scale shear is present.

Sensitivity to initial inner-core moisture has been

demonstrated in several previous modeling studies and is

consistent with the finding byPauluis andHeld (2002) that

irreversible entropy production in tropical convecting

systems is dominated by irreversible mixing across strong

moisture gradients. This dominance persists unless or

until the convection penetrates air that is already satu-

rated or very nearly so, thus reducing entropy production

by mixing across water vapor gradients. Only then can

entropy production by dissipation of the kinetic energy of

wind become an important entropy source.

The sensitivity of tropical cyclone intensification to

inner-core moisture has obvious implications for initial-

izing tropical cyclone intensity forecasts. Unfortunately,

water vapor is among the least well-observed quantities

in tropical cyclone cores, and the presence of deep con-

vection and strong flows suggests that water vapor

presents a significant sampling problem.

On the other hand, this very sensitivity to moisture

presents a significant opportunity for data assimila-

tion, since the time history of intensity, being strongly

influenced by inner-core moisture, contains important

information about the latter. Our crude initialization of

the operational CHIPS model takes advantage of this

fact by adjusting the initial core moisture to match

the recently observed intensification rate. This suggests

that assimilation in the time domain, such as four-

dimensional variational (4D-Var) or cycling EnKF with

flow-dependent background error covariance, may be

critical to the quality of tropical cyclone forecast initiali-

zation, provided it implicitly or explicitly recognizes the

correlation between intensification rates and inner-core

humidity.

Our results suggest that excellent initialization of the

instantaneous wind and associated thermal fields cannot

by themselves yield accurate intensity forecasts absent a

high-quality initialization of tropospheric water vapor, at

least in the storm’s inner core. Unlike with temperature

and wind, there is no instantaneous balance condition

that constrains water vapor unless the air is completely

saturated. Thus, improvement in tropical cyclone inten-

sity forecasts will depend in part on better observations of

inner-core water vapor and/or data assimilation schemes

that are able to link inner-coremoisture to observed rates

of intensification.
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