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potential measurements on silica capillaries®’, but somewhat
higher than those obtained by Horn et al.* from force measure-
ment on large silica sheets. In the latter case, however, the silica
showed an advancing contact angle of 45°, indicating a lower
density of surface silanol groups than for the hydrophilic silica
used in our experiments.

At smaller separations, the force predicted by DLVO theory
depends on the choice of boundary condition for the surface
charge. Our measurements lie between the limits of constant
charge and constant potential, but for clarity, only the theoretical
interaction at constant potential has been shown in Fig. 2. At
very small separations (2-3 nm) DLVO theory predicts that the
attractive van der Waals component will exceed the double-layer
force, but the measured force is greater than even the limit of
constant charge. This effect has been seen previously, and has
been attributed to hydration forces>™®. In our case, however, the
roughness of the substrates complicates analysis of short-range
forces.

Variation between the results of surface-potential measure-
ments for different samples illustrates the advantage of force
measurements on the actual particles of interest. Minor differen-
ces in surface composition or morphology can have a large effect
on particle-particle interactions, so it is an advantage to be able
to investigate a particle rather than a model system. Although
the force measurements presented here agree well with those
obtained from macroscopic systems, there may be differences
in the interaction forces when pairs of macroscopic or colloid
particles interact. For example, because hydrodynamic forces
(on a particle approaching a surface) scale with the square of
particle radius?', it is much easier, and of more relevance, to
test the influence of relaxation times for surface forces on smail
particles than on macroscopic systems.

The leading technique for the measurement of surface forces
is currently the apparatus of Israelachvili and Adams”?. In that
technique the force is measured between a limited number of
macroscopic surfaces in crossed cylinder geometry. In contrast,
use of a colloid probe allows investigation of particulate and
fibrous materials. Particles in the mineral processing and
ceramics industries, colloid polymer industries and in biological
systems can now be studied directly. 0
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A PROCEDURE for estimating the correlation dimension of the
attractor of a dynamical system' has been applied to a number of
data sets that are representative of weather or climate variations.
Reported values of the attractor dimension have typically fallen
between 3.0 and 8.0 (refs 2-9). Because the atmosphere is so
complex, these values have seemed surprisingly low, and doubts
as to their appropriateness have been expressed even by the
originators of the method®'™'". Here 1 apply the procedure to
‘data’ generated by a mathematical system whose dimension can
be evaluated by other means, and identify conditions, apparently
satisfied by the studies that use real data, in which the procedure
will yield systematic underestimates. It therefore seems unlikely
that global weather or climate systems possess low-dimensional
attractors.

The quantities selected for analysis have included sea-level
pressures’, upper-level geopotential heights®*, low-level vertical
velocity components®, rainfall intensities®, sunshine durations?,
cyclone positions’, large-scale wave amplitudes®, tree-ring
widths® and oxygen-isotope concentrations in deep-sea
cores™*°, The findings have raised hopes that suitably construc-
ted models with relatively few variables might recapture the
dynamics of the weather or the climate.

In a typical study one begins with an extensive sequence of
values of a single scalar quantity x(t), observed at equally spaced
times . The corresponding sequence of vectors [x(t), y(¢),...],
where y(t), ... are other scalar quantities coupled to x(t), con-
stitutes a sample of a dynamical system, but in general the values
of y(t),...are not known. One therefore attempts to reconstruct
the system by choosing a time lag 7 and an embedding dimension

FIG.1 Coupling scheme for variables in equation (1) with L = 3, Line segments
forming sides of triangles represent strong nonlinear coupling between
variables with like subscripts; segments connecting triangles represent weak
or strong linear coupling between variables with different subscripts.
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FIG. 2 Poincaré section of reconstructed attractor of equation
(1) with L=1, obtained by plotting Z**=2,(t' +27) against
Z*=Z,(t' +7) for times when Z,(t")=0.
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n, and forming the vectors [x(t), x(t+7),..., x(t+nt—17)] for
N times t spaced at intervals 7’; sometimes 7’ = 7. Finally one
determines by direct count, for various values of 7, the number
m(r) of pairs of vectors whose vector difference is less than r
in magnitude. If, as r approaches zero, m(r) varies as r*(, the
estimated correlation dimension of the attractor of the recon-
structed system is d(n). If, as n is successively increased, d(n)
approaches a limit d,, the estimated correlation dimension of
the attractor of the original system is d.

A number of factors that might produce misleading results
have been noted'>"*; some of them can be overcome by simple
modifications. Here I propose another explanation for the seem-
ingly low estimates.

A key phrase in defining d. is ‘as r approaches zero.” As
pointed out by Ruelle', unless N is very large the smallest
value of r for which m(r) is large enough to be statistically
meaningful may not be particularly close to zero. If, for example,
N =4,000, and if in reality d.=8.0, m(r) can decrease all the
way from its maximum, about 8 x 10°, to unity while r decreases
by a factor of less than eight.

In concluding that d, is small, then, the investigators have
implicitly assumed that the fine structure of the attractor would,
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FIG. 3 a Curves of m(r) against r for embedding dimensions 3,6,...,24,
obtained by applying GP procedure to equation (1) with L=3 and ¢=0.1
and Z, as the selected variable. Points plotted for values of log,o r at
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on magnification, resemble the coarse structure, so that, if N
were made large enough, the decrease of m(r) with r when r
is very small would be like that when r is fairly large. Although
this is demonstrably the case for some simple systems, it need
not be so for more intricate ones, including some in which
certain subsets of the variables are only weakly coupled to others.
In the atmosphere much of the coupling is weak and indirect.
If convective-cloud circulations over London and Washington,
for example, can affect each other at all, they can do so only
by being coupled to the general weather patterns in their own
neighbourhoods, which may in turn be coupled to the same
globe-encircling westerly wind current. I propose that if the
variable selected for analysis is strongly coupled to only a few
variables of the system, the estimated value of d., if N is only
moderately large, will be considerably less than the dimension
as determined by other standard methods, such as the Kaplan-
Yorke'’ formula.

1 have arrived at this hypothesis after studying special cases
of a model with (3x(2°—1)) variables, with L=1 or L=3,
where the Kaplan-Yorke dimension d’ may be readily estimated.
The model was formed by taking 2" — 1 copies of a three-variable
model whose properties T had previously studied in detail'®,
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intervals of 0.05 have been connected by straight line segments. b, The
same, except that Z*=2, + - - - +Z, is the selected variable.
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and introducing linear couplings, as indicated schematically in
Fig. 1. The equations of the new model are

dX;/dt=-q(Y;+Z})-a(X,~ F)+ U (1a)
dY;/dt=X;(q;Y; = b,Z,) - pi(Y; - G+ V; (1b)
dz;/dt=X;(b;Y;+ q,Z;)) — p;Z; + W, (1¢)
forj=1,...,25—1, where

U, =—cpY; (2a)

Uzj+1=“CPij (2b)

V= ij(xzj_hz,») (2¢)

Wj=CPj(X2,.,_hz,,,,) (2d)

forj=1,...,(25'-1).

In these calculations 1 have let p;=1.0, g;=1.0, a; =0.25,
b;=4.0, F;=8.0, G;=1.0 and h;=1.0 for all values of j, while
letting the coupling coefficient ¢ be 0.1 for ‘weak’ and 1.0 for
‘strong’ coupling. I have used the ‘standard’ fourth-order Runge-
Kutta procedure with a time step of 0.025 units in all numerical

3

integrations. In each application of the Grassberger-Procaccia
(GP) procedure I have let 7 and 7' equal 8 time steps, and, after
generating a sequence of values of a selected variable, I have
let N =4,000 for various values of n. This value is typical of
many of the real-world studies (although N is considerably
larger in some).

For L =1 the new model reduces to the three-variable model.
With the indicated values of the parameters it behaves chaoti-
cally, with d'=2.4. Figure 2 shows a Poincaré section of a
‘reconstructed’ attractor, obtained by using fourth-degree poly-
nomial interpolation to identify a sequence of times ¢’ at which
Z,(t') =0, and then plotting values of Z,(t'+2) against values
of Z,(t'+ 7). The GP procedure, with Z, as the selected variable,
indicates a value of d, slightly exceeding 2.0.

For L =3 the indicated value of d’ when ¢ =0.1is 17.0. Figure
3a shows curves of m(r) against r obtained when Z, is the
selected variable. According to Fig. 1, Z, is very weakly coupled
to most of the 21 variables, particularly Y,, Z,, Ys and Zs. The
central portions of the right-hand curves suggest that d. is near
4.0, whereas the lower portions suggest a value near 5.5. One
might argue that the procedure has not converged to any answer,
but there is certainly no suggestion of a value comparable to
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FIG. 4 a Plane projection of Poincaré section of reconstructed
attractor of equation (1) with L=3 and ¢ =0.1, obtained by
plotting Z**=2Z,(t'+27) against Z*=Z,(t'+7) for times
when Z,(t')=0. b, The same, except that Z*=2, + - - - + 2,
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is used in place of Z,.
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d'. Presumably a high value of d_ would have been obtained
with a very high value of N.

The model equations for L=3 could be rewritten with any
21 independent linear combinations of the original 21 variables
as new variables, and the right-hand sides would still contain
only quadratic, linear and constant terms, while d’ and d, should
remain unaltered. In particular, two of the new variables could
be Z; and the sum Z*=Z,+ - - - + Z,. We might expect Z* to
be fairly strongly coupled to most of the remaining variables.

Figure 3b is constructed similarly to Fig. 3a, but with Z* as
the selected variable. There is little resemblance between the
figures. The right-hand curves suggest a value of d, near 15.0,
and hence comparable to d'. Repeating the calculations with
¢ =1.0 gives qualitatively similar although less extreme results;
d’' is ~17.8, and d. is estimated to be ~7.5 when Z, is the
selected variable and ~15.0 when Z* is selected. It thus appears,
when N is not too large, that, first, different selected variables
can yield different estimates of d., and, second, a suitably
selected variable can sometimes yield a fairly good estimate.

Figures 4a and 4b are constructed similarly to Fig. 2, but for
L=3, with values of Z, in Fig. 4a and Z* in Fig. 4b. Each
figure therefore presents a projection of a Poincaré section of
a high-dimensional attractor on a plane. The remarkable feature
is that at coarse scales Fig. 4a looks very much like Fig. 2,
although at fine scales it is more like Fig. 4b. The implication
is that if N is so small that the smallest value of r for which
m(r) is statistically meaningful is still in the coarse-scale range,
the estimate of d. for L =3 with Z, as the selected variable

ought to resemble the estimate for L=1 when Z, is selected
more than the one for L =3 when Z* is selected.

I therefore see no reason to believe that an extensive weather
or climate system possesses a low-dimensional attractor. At the
same time, I do not feel that most of the real-data studies are
meaningless; they merely need to be reinterpreted. As suggested
in one study’®, the atmosphere might be viewed as a loosely
coupled set of lower-dimensional subsystems. Perhaps the pro-
cedure, as practised, attempts to measure the dimension of a
subsystem. d
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WATER vapour is an important greenhouse gas'™ and yet its

abundance in the upper troposphere is poorly known. Upper-
tropospheric water vapour is particularly important despite its low
mixing ratios, because it has large effects on the flux of infrared
radiation near the tropopause®. In addition, the distribution and
supply of water vapour are central to cloud formation; the effects
of cloud on the Earth’s radiation budget are in turn central to
understanding the climate response to increasing atmeospheric con-
centrations of greenhouse gases. From airborne measurements of
total water (vapour plus ice crystal)* during the winters of 1987
in the Southern Hemisphere and of 1988-89 in the Northern
Hemisphere, we find that the upper troposphere in middle, subpolar
and high latitudes is a factor of 2—4 drier during austral winter
than during boreal winter. As the lower-latitude air moves towards
the pole in austral winter, it is forced to cool to lower temperatures
than in the north—more of the water vapour therefore condenses
to form ice crystals, which then precipitate, thereby removing
moisture from the air mass. Clearly, climate models must be able
to reproduce this asymmetry if their predictions are to be credible.
We also note that the asymmetry in water vapour implies an
asymmetry in the production rate of the hydroxyl radical, and
hence in the tropospheric chemistry of each hemisphere, for
example in the rate of methane loss®.

During the Airborne Antarctic Ozone Experiment (AAOE)
and the Airborne Arctic Stratospheric Expedition (AASE), the
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NASA ER-2 and DC-8 aircraft obtained many profiles of water
in the upper troposphere above Punta Arenas (53°S, 71° W)
and Stavanger (59° N, 6° E) during August to September 1987
and late December to February 1988/9 respectively. A lesser
number of profiles was obtained at Puerto Montt (41°S, 73° W),
Christchurch (44° S, 172° E), Moffett Field (37° N, 122° W) and
Wallops Island (38° N, 75° W), all with the Lyman-« resonance
fluorescence hygrometer®. The DC-8 aircraft completed more
than 30 flights averaging >10h duration on the two missions,
mostly in the upper troposphere between 300 and 200 mbar. The
average profile for each austral site and for each boreal site is
shown in Fig. 1. For each set of three sites, the Northern
Hemisphere contains a factor of 2-4 more water molecules in
the upper troposphere than does the Southern Hemisphere. The
relative frequencies of cloud near the tropopause at the sites
have been discussed by Murphy et al®. The difference in the
upper-tropospheric water content is a striking extension down-
wards of the inter-hemispheric asymmetry in water observed in
the stratosphere’ by the ER-2.

The large numbers of upper-tropospheric water observations
obtained by the DC-8 in horizontal flight are shown in Fig. 2.
Below the saturation curve the data refer to water vapour, above
the curve they are the sum of vapour plus ice crystals. The
asymmetry is present for both sets of data (clear air and clouds).
The total water content of cloud is an important factor in cloud
feedback as simulated by general circulation models®®. Note
also that in clear air, the extreme dry population is made up
entirely of austral points, whereas the extreme moist population
consists of boreal points.

We examine air motions and temperatures associated with a
very cold balloon ascent from the South Pole on 24 July 1987,
using air parcel trajectories calculated from the analysis data
from the European centre for medium-range weather forecasts
(ECMWF). The temperature and pressure data were recorded
from an ozonesonde flown by NOAA/CMDL' and are shown
in Fig. 3. Tt is clear from the ozonesonde that the tropopause is
at ~180 mbar. This is not an unusual tropopause height over
Antarctica in winter'' '3, The saturation mixing ratio for vapour
over ice on this profile is less than S p.p.m.v. at 300 K, a potential
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