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Response of tropical sea surface temperature, precipitation, and tropical
cyclone-related variables to changes in global and local forcing
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[1] A single-column model is used to estimate the equilibrium response of sea surface
temperature (SST), precipitation, and several variables related to tropical cyclone (TC)
activity to changes in both local and global forcing. Response to local forcing is esti-
mated using the weak temperature gradient (WTG) approximation. The surface tempera-
ture is calculated using a thin slab ocean so as to maintain surface energy balance.
Forcing is varied by changing the solar constant, atmospheric CO, concentration, surface
wind speed, and the convergence of upper ocean heat flux. These experiments show that
precipitation and variables related to TC activity are not unique functions of SST on
time scales long enough for surface energy balance to be maintained. Precipitation varies
inversely with SST in experiments in which the surface wind speed is varied. At low wind
speed, the WTG experiments reveal a regime of high relative SST and low precipitation,
which is maintained by increased transmission of longwave radiation from the surface
directly to space through a dry troposphere. In general, TC potential intensity and gene-
sis potential vary much more rapidly with SST in response to varying surface wind speed
than in response to other forcings. Local changes in TC potential intensity are highly cor-
related with local changes in SST, showing that relative SST is a good proxy for potential
intensity when forcing is strictly local, but it cannot capture potentially important
changes in potential intensity that arise from global-scale changes in forcing.
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1. Introduction

[2] Atmospheric general circulation models (AGCMs)
are often used to simulate the behavior of the atmos-
phere, given lower boundary conditions on sea surface
temperature (SST), and sometimes other surface quanti-
ties such as sea ice. The main assumption behind such
simulations is that the time scale over which the atmos-
phere adjusts to the underlying surface is fast compared
to time scales that characterize the adjustment of SST
(and, e.g., sea ice) to changing conditions, and that the
SST itself determines important characteristics of the
atmosphere. Such assumptions seem intuitive, and SST
is a convenient variable to specify for many purposes
because it is relatively well observed.

[3] On the other hand, it is far from obvious that SST
is an appropriate lower boundary condition. The SST is
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ultimately determined in part by what happens in the
atmosphere, and specifying it risks getting the causality
wrong. While the temperature of the lower boundary is
clearly important for radiative transfer, surface fluxes
of sensible and latent heat are significant drivers of the
atmosphere. Specification of a correct SST distribution
would imply a correct specification of surface fluxes if
the overlying atmosphere were also held fixed in the
correct state. Once the atmosphere is allowed to
respond to the imposed SST, however, it can do so in
such a way as to render the fluxes different from those
that actually produced the SST. Some atmospheric cir-
culation systems, such as tropical cyclones (TCs) and
perhaps some portion of tropical intraseasonal variabil-
ity, depend on the thermodynamic disequilibrium
between tropical oceans and the overlying atmospheric
boundary layer, which depends in turn on surface
energy fluxes and surface wind speed, not SST per se
[Emanuel, 2007].

[4] The sensitivity of tropical precipitation to pertur-
bations in SST versus perturbations in the surface
energy budget was explored recently by Kang and Held
[2012]. They found that the response of precipitation in
the tropics to imposed interhemispheric ocean heat
transport is more constrained by the surface energy
budget than by SST. This is also consistent with the
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idea of boundary layer quasi-equilibrium [Raymond,
1995], which suggests that precipitation is strongly
related to local rates of evaporation and to large-scale
vertical motion, rather than to SST per se. Localized
positive SST anomalies in the tropics tend to generate
positive rainfall anomalies, but the associated wind
speed and radiative changes tend to be a negative feed-
back which would reduce the SST [e.g., Sobel and Gil-
dor, 2003; Stephens et al., 2004; Waliser, 1996]. Because
that feedback is lacking, the tropical atmospheric
response to imposed SST will be substantively incorrect
in some climate regimes [e.g., Wu and Kirtman, 2005,
2007]. In studies of extratropical low-frequency vari-
ability, it is well established that the atmosphere forces
the ocean more than vice versa, so that specification of
SST anomalies leads to excessive air-sea fluxes and
overestimation of predictability [Barsugli and Battisti,
1998; Bretherton and Battisti, 2000; Sutton and Mathieu,
2002].

[5] Here we examine the equilibrium response of a
single-column model, including a slab ocean, to both
local and global changes in external forcing as a means
of ascertaining the extent to which changing SST can
serve as an adequate proxy for changes in precipitation
and various thermodynamic quantities of relevance to
TCs. In the following section, we describe the single-
column model, including its representations of radiative
and convective transfer and surface fluxes. Results are
presented in section 3, followed by a discussion and
summary.

2. Methods

[(] We use the MIT single-column model described
originally in Renné et al. [1994] and updated with a
modified convection scheme as described in Emanuel
and Zivkovic-Rothman [1999].

[71 Radiative transfer is computed interactively using
the shortwave parameterization of Fouquart and Bonnel
[1980] and the longwave parameterization of Morcrette
[1991]. Radiative fluxes are computed at each vertical
level every 3 h using instantaneous profiles of tempera-
ture, humidity, cloud fraction and cloud water path,
and a climatological distribution of ozone. For the pur-
poses of the present paper, the cloud distributions are
held fixed at the values calculated from a control run
using the cloud parameterization of Bony and Emanuel
[2001]. Incoming solar radiation is specified using a
control value of the solar constant of 1360 Wm ™2 and
averaging top-of-the-atmosphere (TOA) incoming solar
radiation at 15° north latitude over a year. Thus there
are no diurnal or seasonal cycles in the radiation. For
the control experiment, CO, concentration is fixed at
360 ppm, and concentrations of CH,, N,O, CFCl1I,
and CFCI12 are fixed at 1.72 ppm, 310 ppb, 280 ppt,
and 484 ppt, respectively.

[s] The convection scheme of Emanuel and Zivkovic-
Rothman [1999] uses a buoyancy sorting algorithm simi-
lar to that of Raymond and Blyth [1986] and represents
and entire spectrum of convective clouds, from shallow,
nonprecipitating cumulus to deep precipitating cumulo-

nimbus. Precipitation re-evaporates and drives an un-
saturated downdraft that imports enthalpy and
moisture into the subcloud layer. Re-evaporation of
cloud water, resulting from entrainment of dry air,
drives penetrative downdrafts within the clouds. The
cloud base mass flux is continuously relaxed so as to
produce near neutrality of a parcel lifted dry adiabati-
cally, and then moist adiabatically, to the first level
above its lifted condensation level. This maintains a
form of boundary layer quasi-equilibrium [Raymond,
1995].

[5] Surface sensible and latent heat fluxes are calcu-
lated using conventional aerodynamic flux formulae
with a constant exchange coefficient of 1.2 X 1073, A
constant background wind speed of 5 ms™ ' is used in
the control experiment, but this is enhanced by a gusti-
ness factor produced by the convection scheme.

[10] The model is run with vertical levels spaced at
25 hPa, but with greater resolution above 100 hPa. A
time step of 5 min is employed.

[11] A control simulation using the aforementioned
standard forcing values is initialized using a tropical
sounding and run into a state of radiative-convective
equilibrium (RCE). As with most of the simulations
reported here, the precipitation in the statistical equilib-
rium state fluctuates with an approximate white noise
frequency spectrum and an amplitude of about 0.1% of
its mean value. These very small fluctuations are likely
numerical artifacts. To define the equilibrium quanti-
ties, the simulations are run until statistical equilib-
rium is reached for at least 50 days and the output
is averaged over the last 50 days. For the control
run, the SST equilibrates at slightly greater than
27°C, with a precipitation rate of about 3.93 mm
d~!. The temperature profile is dry adiabatic up to
950 hPa and nearly moist adiabatic to a tropopause
at 150 hPa and with a temperature of around
—70°C; above this cold point, the temperature
increases upward in the model’s stratosphere. Figure
1 shows vertical profiles of moist static energy and
convective mass fluxes in the equilibrium state.

[12] Equilibrium perturbations about this RCE con-
trol experiment are obtained by varying three external
control variables: the solar constant, the atmospheric
CO, concentration, and the background surface wind
speed used for the surface fluxes. A fourth set of experi-
ments uses specified, fixed SSTs without varying the
external forcing variables; these experiments do not
maintain surface energy balance and are done for com-
parison with the other three sets in which surface energy
balance is maintained. Varying SST without varying the
external control parameters is equivalent to varying the
convergence of ocean heat flux into the ocean mixed
layer, because the ocean flux can only affect the atmos-
phere through SST.

[13] These four sets of experiments are repeated in a
set of simulations designed to show the effects of strictly
local perturbations to the same external variables. In
such experiments, the surrounding atmosphere is
assumed to have the temperature of the control experi-
ment, and fast internal waves are assumed to hold the
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Figure 1. (left) Vertical profiles of moist static energy and (right) convective mass fluxes at equilibrium in the con-

trol simulation. The convective mass fluxes are composed of buoyant updrafts (blue), penetrative downdrafts
(green), and a precipitation-driven unsaturated downdraft (red).

temperature fixed at its environmental value above a
turbulent boundary layer. A vertical velocity is calcu-
lated at each model level such that the temperature
tendency produced by vertical entropy advection balan-
ces the sum of the convective and radiative tendencies.
This vertical velocity advects water vapor. (Horizontal
advection of water vapor is neglected, which amounts
to an assumption that the surrounding atmosphere’s
water vapor profile remains equal to that of the simu-
lated column as the latter varies. Assuming instead that
the moisture profile of the surrounding atmosphere
remains constant, e.g., at that of the control simulation,
would modestly reduce the response to local forcing.)
This weak temperature gradient (WTG) method, based
on longstanding dynamical reasoning [e.g., Charney,
1963; Held and Hoskins, 1985] and used earlier in many
idealized studies [e.g., Clement and Seager, 1999; Miller,
1997; Neelin and Held, 1987; Pierrehumbert, 1995] was
first advanced in the context of a single-column numeri-
cal model by Sobel and Bretherton [2000] and has been
used extensively since in understanding the response of
the tropical atmosphere to relatively small-scale SST
perturbations, as well as to surface wind speed pertur-
bations over fixed SST [e.g., Daleu et al., 2012; Kuang,
2012; Raymond, 2007; Raymond and Zeng, 2005;
Romps, 2012; Sessions et al., 2010; Shaevitz and Sobel,
2004; Sobel et al., 2007; Wang and Sobel, 2011; Zhu and
Sobel, 2012]. Chiang and Sobel [2002] used the WTG
approximation with a slab ocean to estimate the effects
of El Nino-southern oscillation-induced anomalies of
free tropospheric temperature on remote SST and pre-
cipitation. Here we hold the large-scale tropical atmos-
phere fixed and examine the response of a local ocean-
atmosphere column to local changes in forcing. Ramsay
and Sobel [2011] compared WTG single-column integra-
tions forced by SST to RCE integrations, both forced
by imposed SST, using essentially the same model as
that used here. Our fixed-SST integrations are similar

to theirs, but our study differs in its use of a slab ocean
and focuses on the coupled response.

[14] In addition to tabulating changes in SST and pre-
cipitation, we calculate two variables of relevance to
TCs: The potential intensity, and y, a nondimensional
measure of the thermodynamic resistance of the atmos-
phere to the formation of TCs [Emanuel, 1995]. The lat-
ter is defined

I =hy,
==

(1)

where /* is the saturation moist static energy of the free
troposphere (nearly constant with altitude in a moist
adiabatic atmosphere), %, is a representative value of
the actual moist static energy of the middle tropo-
sphere, and /i is the saturation moist static energy of
the sea surface. For the present purpose, we use the
minimum value of the moist static energy in the profile
as a representation of /,,. We calculate potential inten-
sity using the algorithm of Bister and Emanuel [2002].

[15] Finally, given values of the potential intensity,
Vyor, and y, we can calculate the thermodynamic com-
ponent of an empirical genesis index. Several such indi-
ces have been developed that empirically relate
observed tropical cyclogenesis rates to environmental
variables thought to be important in controlling TC cli-
matology [e.g., Emanuel and Nolan, 2004; Gray, 1979].
Here we use the genesis potential index (GPI) developed
by Emanuel [2010]:

GPI = |y’ P MAX ((Vyor—35ms™1),0)’

X (25 ms~ '+ Vshwr)_47

(2)

where 7 is the absolute vorticity of the 850 hPa flow,
Vyor 1s the potential intensity in ms™!, Ve, is the
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magnitude of the 850-250 hPa wind shear (in ms™!),
and y is defined by (1). As we cannot simulate the kine-
matic components with a single-column model, we ap-
proximate the GPI by its thermodynamic components:

GPI ~ 3 *PMAX ((Vpo—35ms™1),0).  (3)

3. Results

3.1.

[16] Figure 2 graphs the equilibrium results of the
aforementioned experiments against SST which, for
three of the four sets of experiments, is calculated, not
specified. We graph the results against SST to make the
point that the other variables (precipitation, potential
intensity, y, and GPI) are not identical functions of SST
in equilibrium. To create Figure 2, we varied the back-
ground surface wind speed from its control value of 5
ms ' down to 1 ms™ ', the CO, content from its control
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Figure 2. (a) Precipitation, (b) potential intensity, (c) y,

F TROPICAL CLIMATE TO FORCING

value of 360 ppm by successive doublings up to 11,520
ppm, the solar constant from its control value of 1360
Wm 2 up to 1500 Wm 2, and, in the case of the speci-
fied SST experiments, from the control equilibrium
value of 27.09°C up to 37.09°C. The net surface energy
flux in these specified SST experiments ranges from 0 in
the control case to nearly 24 Wm ™2 for the case in
which the SST is increased to 37.09°C. (This is also the
TOA energy imbalance, as the atmosphere as a whole
reaches energy equilibrium in all cases.) Thus, the cli-
mate sensitivity of this model is about 0.4 KW' m?,
fairly consistent with other estimates of tropical climate
sensitivity.

[17] Increasing the solar constant or CO, concentra-
tion increases both the SST and the equilibrium precipi-
tation rate (Figure 2a). Increasing the solar constant
results both directly in an increased shortwave radiative
flux into the ocean, and indirectly — because the atmos-
phere warms and water vapor therefore increases — in
an increased infrared flux. This must be balanced by
added turbulent enthalpy flux out of the ocean, which
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and (d) GPI plotted against SST whose variation is speci-

fied (blue), or forced by changing surface wind (green), CO, concentration (red), and solar constant (magenta). In

the last three cases, the surface energy budget is balanced.
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at these temperatures is mostly in the form of an
increased latent heat flux. Hence precipitation increases.
The increase with CO, concentration is slower because
the net upward infrared flux from the sea surface is al-
ready small at tropical SSTs; in fact, at sufficiently high
temperature the infrared flux approaches zero and no
further increase in surface enthalpy flux can occur
unless the surface sensible heat flux becomes negative
[O’Gorman and Schneider, 2008; Pierrehumbert, 2002].
When this happens, the boundary layer ceases to be
convectively driven, and further increases in surface
fluxes are problematic.

[18] It is interesting that the increase in precipitation
with specified SST is slightly faster than with equilib-
rium SST driven by increasing insolation. This is prob-
ably owing to some absorption of solar radiation in the
atmosphere, mostly by water vapor; this decreases the
net radiative cooling of the cloud-bearing layer, thus
reducing the latent heating (precipitation) required to
balance the cooling.

[19] As an aside, note that increasing the surface
temperature by adding CO, (going up the red curve in
Figure 2a), and then bringing the SST back to its con-
trol value by reducing incoming solar radiation (going
down a curve parallel to the magenta curve in Figure
2a) will result in a reduction of surface precipitation rel-
ative to the control. This illustrates that compensating
for CO, increases by managing solar radiation results in
a global reduction of precipitation, as is observed after
major volcanic eruptions [Trenberth and Dai, 2007]; a
similar reduction due to natural solar variations may
have occurred during the Medieval warm period [Liu
etal., 2013].

[20] Note in Figure 2a that increases in SST brought
about by decreasing surface wind speed are associated
with decreasing precipitation. The negative slope of the
precipitation-SST curve corresponds to a decreasing
latent heat flux of 10 Wm 2 K !, identical to the value
derived by Betts and Ridgway [1989]. As wind speed is
reduced, the difference between the saturation enthalpy
of the sea surface and the actual enthalpy of the bound-
ary layer must increase to maintain approximately the
same turbulent enthalpy flux out of the ocean. If this
were accomplished only by increasing SST, with no
change in the atmosphere, then there would be an
increase in TOA outgoing longwave flux because some
infrared radiation emitted by the sea surface escapes to
space. To compensate for this, there must a be reduced
outgoing infrared flux from the atmosphere, implying a
cooler atmosphere. This also results in a reduced down-
ward infrared flux to the sea surface, thereby reducing
evaporation.

[21] The behavior of potential intensity with changing
forcing can be understood by noting its dependence on
surface wind speed and surface radiative forcing when
the surface is assumed to be in energy balance, as first
derived by Emanuel [2007]:

2_ Tv_To Fnetl+Focean
Vpot -
TO CDp|V|

(4)

where T is the SST, T, is the outflow temperature, £,
is the net radiative flux into the ocean, F,..,, is the con-
vergence of heat flux within the ocean mixed layer, Cp
is the surface drag coefficient, p is the surface air den-
sity, and |V| is the surface wind speed. This relation
results from combining an expression for potential in-
tensity with one for surface energy balance.

[22] Decreasing wind speed must increase the air-sea
enthalpy jump, as noted above, and this greatly
increases TC potential intensity (Figure 2b) as also evi-
dent in (4). The rate of increase is about 10 ms~ ' K.
By contrast, increasing CO, concentration produces a
much smaller rate of increase of potential intensity with
SST, and this saturates at an SST of around 32°C in
these simulations, well before precipitation asymptotes
to its solar limit. There are two reasons for this. First,
potential intensity is also sensitive to outflow tempera-
ture (approximately the cold point tropopause tempera-
ture), and this increases modestly with increasing CO,
content in these simulations, partially offsetting the
increase in the surface enthalpy jump. More impor-
tantly, precipitation can continue to increase somewhat
after the net surface longwave flux vanishes because the
sensible heat flux continues to decrease, compensated
by an increased latent heat flux. In contrast, potential
intensity depends on the net enthalpy flux (at constant
surface wind speed), which cannot continue to increase
once the surface longwave flux vanishes.

[23] Increasing the solar constant results in a continu-
ous increase in potential intensity (Figure 2b) with an
initial slope of about 1.4 ms™! K~!. (From (4), this
slope also depends on the surface and outflow tempera-
tures, and sensitively on the surface wind speed.) As
with precipitation, increasing SST without changing the
forcing gives a larger slope than that caused by increas-
ing insolation, and for the same reason: direct absorp-
tion of solar radiation in the atmosphere partially
offsets the longwave radiative cooling, reducing the
required surface enthalpy flux.

[24] The dramatically different slopes of the potential
intensity-SST curves in Figure 2b suggest that global
climate change may affect potential intensity principally
through changing distributions of surface winds, rather
than directly through surface radiative effects. In addi-
tion, changing ozone concentrations and changing dis-
tributions of the Brewer-Dobson circulation may
appreciably affect outflow temperature and thereby
affect potential intensity [Emanuel et al., 2013]; neither of
these processes is represented in the present simulations.

[2s] As the temperature of the free atmosphere
increases, the thermodynamic inhibition to TCs (y, as
given by (1)) generally increases for the reasons discussed
in Emanuel et al. [2008]: Assuming that the relative hu-
midity is nearly invariant with climate, increasing tem-
perature increases the numerator of (1) in proportion to
the saturation specific humidity in the middle tropo-
sphere, which in turn varies according to the Clausius-
Clapeyron relation. On the other hand, the denominator
of (1) increases more slowly with temperature as it is con-
strained by surface energy balance. Thus y increases with
atmospheric temperature, and this is readily apparent in
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Figure 2c. In the case of increasing CO, concentration,
the denominator of (1) saturates at SSTs not much
warmer than at present, while the numerator continues
to increase with temperature, yielding a large increase in
. Increasing insolation, on the other hand, increases the
denominator of (1) continuously, yielding smaller
increases of y. These increases are underestimated when
increasing SST is specified in the absence of changes in
forcing. When the surface wind speed is reduced, the
atmosphere cools, for the reasons noted above, and the
surface enthalpy jump increases; both of these contribute
to a reduction in y.

[26] The thermodynamic contributions to GPI, given
by (3), are displayed in Figure 2d; this depends on both
y and potential intensity. The increasing thermody-
namic inhibition to TCs (y) when CO, or insolation
increases dominates the behavior of the GPI, leading to
decreasing genesis potential with SST, especially when
CO, is increased. This decrease is underestimated by
increasing SST without accompanying changes in the
forcing. The decrease in GPI is consistent with many
GCM-based calculations which generally show decreas-
ing TC frequency with global warming [Knutson et al.,
2010]. But decreasing background surface wind leads to
increasing SST and dramatically increasing GPI, both
because y decreases and because potential intensity
increases. This suggests that changing tropical surface
wind speeds may dominate changing TC activity with
climate; TCs may be thought of as a response of the cli-
mate system to weak surface winds. This may help
explain why some GCMs predict increasing GPI and
genesis frequency with global warming (K. Emanuel,
Increased global tropical cyclone activity from global
warming: Results of downscaling CMIP5 climate mod-
els, submitted to Proceedings of the National Academy
of Sciences, 2013).

3.2. Response to Local Forcing

[271 When the forcing is strictly local, the local
response will result in an atmospheric circulation that
in turn modifies the response, mostly by changing the
distribution of water vapor and clouds. In the tropics,
where the Coriolis parameter is small, the circulation
acts to keep the (virtual) temperature of the column the
same as that of the large-scale environment, provided
the column width is small compared to the deformation
radius. A convenient way to represent the effects of
such a circulation in the framework of a single-column
model is to assume that the (virtual) temperature in the
free atmosphere does not respond to changing local
forcing and then to calculate the vertical velocity neces-
sary to maintain stationarity of the (virtual) tempera-
ture. This vertical velocity is then allowed to advect
water vapor (and other tracers, if applicable). We use
this method (the WTG method) here, but approximate
the virtual temperature by the actual temperature. We
hold the temperature fixed at and above 850 hPa and
calculate the vertical velocity needed to maintain the
temperature. As with the global forcing experiments, we
vary surface wind speed, insolation, and CO, concen-
tration. (Varying CO, locally is, of course, unrealistic

but the results of doing so are nevertheless instructive.)
We also perform a set of experiments in which the SST
is externally specified, which is equivalent to specifying
an ocean heat flux convergence. As with the global
experiments, the specified SST experiments do not
maintain surface energy balance.

[28] In the experiments reported on here, the solar
constant is varied from 1200 to 1500 Wm 2, CO, con-
centration is varied from 90 ppm by a series of dou-
blings to 11,520 ppm, and background wind speed is
varied from 1 to 8 ms™'. For the set of experiments in
which the local SST is specified, the relative SST (SST
minus its control value) is varied from —3 to +4 K.
This results in a net upward TOA radiative flux that
varies from 40 to —14 Wm ™2, and a net upward surface
energy flux that is positive for all specified SSTs except
for the control experiment value (Figure 3). The exis-
tence of positive TOA fluxes for negative specified SST
anomalies may seem surprising, as one would expect an
artificially cold ocean to require a heat sink rather than
a source. This is related to multiple equilibria in WTG
models [Sessions et al., 2010]; in this case, the subsi-
dence that results from enforcing an SST lower than the
original equilibrium value dries out the column, leading
to smaller downward infrared emissions to the surface.
If the WTG version of our single-column model were
initialized in this state, and the SST calculated, it would
cool further. The TOA radiative flux behavior in the
fixed SST experiments (Figure 3) is also somewhat
counterintuitive: elevated SST leads to a net downward
TOA radiative flux while depressed SST brings about a
net emission to space. Note that the net energy source
to the atmosphere that occurs in all but the coldest
specified SST case is balanced by an advective export of
energy . In the case of negative specified SST anomalies
(except for the coldest value), this export is accom-
plished by a circulation in which air descends through
the column, implying that the gross moist stability is
negative [Sessions et al., 2010].

[29] The steady-state precipitation, potential inten-
sity, x, and GPI are plotted against steady-state SST
(relative to the control experiment value) in Figure 4.
Precipitation rates (Figure 4a) fall to zero at the three
lowest values of insolation and specified SST. In these
cases, strong subsidence stabilizes the atmosphere to
convection, and atmospheric water vapor vanishes
above the boundary layer, as there is no convective
source to balance subsidence drying. For positive forc-
ing, the rates of change of precipitation with respect to
SST are much larger in magnitude than the correspond-
ing rates when the forcing is global (Figure 2), owing to
the feedback of the atmospheric circulation. Thus, for
example, a positive insolation anomaly increases sur-
face evaporation and induces an atmospheric circula-
tion that imports water into the column; both these
responses increase precipitation. Decreasing surface
background wind speed yields increasing SST and
decreasing precipitation, as in the global case, but the
slope of the precipitation versus SST curve is larger in
magnitude owing again to the feedback of the atmos-
pheric circulation.
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Figure 3. Net TOA radiative flux (solid) and surface
energy flux (dashed). Changes in relative SST are speci-
fied (blue), or forced by changing local surface wind
(green), local CO, concentration (red), and local insola-
tion (magenta). In the last three cases, the surface
energy budget is balanced.

[30] The potential intensity varies with relative SST
with an almost universal functional dependence (Figure
4b). This is because potential intensity variations are
dominated by variations in the enthalpy jump between
the surface and the boundary layer. As long as the
atmosphere is undergoing deep convection, the bound-
ary layer enthalpy is nearly equal to the saturation
moist static energy of the free troposphere, which is in
turn just a function of its temperature. The latter is
fixed in these WTG experiments, so that potential in-
tensity is just a (nonlinear) function of relative SST as
long as there is deep convection. (The nonlinearity
results from both the fact that, through Clausius-
Clapeyron, the surface saturation enthalpy varies nonli-
nearly with SST, and the fact that the potential inten-
sity, when expressed as a wind speed, varies with the
square root of the surface enthalpy jump.) The small
departures from a universal function evident in Figure
4b result from different dependencies of outflow tem-
perature on the nature of the forcing.

[31] Note that the positive values of relative SST in
Figure 4 vary over a somewhat smaller range than
those in Figure 2. This is because even small positive
relative SST anomalies require very large inputs of
energy to the ocean if they are to be maintained in a
steady state. For example, it takes 240 Wm 2 of ocean
heat flux convergence to maintain a relative SST anom-
aly of 4 K (Figure 3), from which we may infer that re-
alistic positive ocean heat flux convergence can
produce only small positive departures of SST from its
background state. (On the other hand, it takes much
less of an energy sink to create negative relative SST
anomalies once the boundary layer becomes convec-
tively decoupled from the free troposphere, which likely
explains the well-known negative skewness of the distri-

bution of tropical SST; e.g., Sobel et al. [2002], Wallace
[1992]) As with the global forcing case, decreasing
background surface wind is effective in increasing
potential intensity, but the slope of the potential inten-
sity versus SST curve brought about by changing sur-
face winds in the locally forced case is only about half
that of the globally forced solution.

[32] Although the concept of relative SST is unambigu-
ous in the present study, its appropriate definition in the
real world is far from obvious. Swanson [2008] and many
subsequent papers define it as the local SST relative to a
tropical mean SST. But averaging SST over the entire
tropics will include, for example, the east Pacific cold
tongue, which is usually convectively decoupled from the
free troposphere, so it is doubtful whether these cold
SSTs have much relationship to the mean tropospheric
temperature. Moreover, surface energy fluxes from tropi-
cal land masses contribute significantly to the overall
energy balance, and these are excluded when considering
relative SST. The difference between the saturation en-
tropy based on the local SST and that of the tropical
mean atmospheric temperature at some reference level in
the upper troposphere, such as 300 hPa, would avoid
these ambiguities while still presumably behaving simi-
larly to relative SST [e.g., Johnson and Xie, 2010].

[33] The behavior of the thermodynamic resistance to
TCs, as represented by y, is opposite to that of the global
solutions, for positive forcing. Globally, holding relative
humidity fixed as the climate changes is usually a good
approximation, but this is not the case with positive local
SST anomalies, which induce upward motion, which in
turn moistens the column. This works in the opposite
sense of increasing temperature per se, decreasing the nu-
merator of (1), while increasing surface enthalpy jump
increases the denominator; both act to reduce y.

[34] Because y decreases and potential intensity
increases for increasing positive forcing, the GPI also
increases with the forcing, giving a nearly universal
GPI-relative SST function for small positive perturba-
tions in relative SST. But it must be borne in mind that
it takes a very large local energy source to increase rela-
tive SST appreciably, except when the SST increase is
brought about by decreasing background surface wind
speed. Once again, decreasing surface wind emerges as
a primary candidate for increasing TC activity.

[35] As the response to wind speed is qualitatively dif-
ferent from the response to other forcings, it is of some
interest to analyze it in greater detail. Particularly inter-
esting are the dynamics maintaining the state of high
relative SST and low precipitation that occurs at the
lowest value of wind speed. The steady state budget of
column-integrated moist static energy is a useful diag-
nostic. It can be combined with the dry static energy
budget to form a relation for the precipitation [e.g.,
Sobel, 2007; Wang and Sobel, 2011]:

P=(1/M) (E+H-R)+R—H, (5)

where E and H are the latent and sensible heat fluxes,
respectively, R is column-integrated radiative cooling
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balanced.

(difference between TOA and surface radiative fluxes,
defined positive if TOA flux exceeds surface flux), M is
the normalized gross moist stability [e.g., Raymond
et al., 2009], and all quantities are expressed in energy
units. The first term on the right-hand side (RHS) rep-
resents implied advective energy export out of the col-
umn (if positive; import if negative) which causes
deviations from RCE. In an RCE state, this reduces to
a balance in the dry static energy budget between latent
heating, radiative heating, and surface sensible heat
flux, P-R+H = 0.

[36] Figures 5 and 6 show respectively R and the net
implied energy import —(1/M) (E+H—R) versus SST
for the experiments forced by varying surface wind
speed, while Figure 7 shows the net turbulent surface
energy fluxes together with the TOA and surface radia-
tive fluxes from the same experiments. We see from Fig-
ure 5 that the column radiative cooling decreases
gradually with SST (note the scale on the y axis); Figure

7 reveals that this is due to an increase in the net surface
radiative flux, due presumably to the SST increase,
which exceeds the change in the TOA radiative flux. At
the same time, the turbulent flux decreases with SST, as
it must to maintain surface energy balance. Except for
the highest value of SST, the net energy import is
approximately constant with SST, due to compensation
between these two, with the normalized gross moist sta-
bility M apparently remaining approximately constant
as well.

[37] Between the two lowest values of wind speed (two
highest values of SST), however, there is a qualitative
change in the physics. The surface radiative flux
increases more rapidly than it did with SST than it did
for lower SST. The surface latent heat flux compensates
with a more rapid decrease as it must to maintain sur-
face energy balance. However, the TOA radiative flux,
which had remained approximately constant with SST
at lower SST, now increases approximately in step with
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against SST for the WTG experiments forced by surface
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the surface radiative flux, so that the column radiative
cooling does not increase as fast as the surface radiative
flux increases. This means that the total surface turbu-
lent flux decreases more than the column radiative cool-
ing does. The normalized gross moist stability does not
change enough to compensate, so that the energy import
rapidly increases (first term on the RHS of (5) becomes
more negative), consistent with a decrease in P.

[38] The matching between the surface and TOA radi-
ative flux increases can be interpreted as an increased
transmission of longwave radiative energy directly from
the surface to space. This occurs because the atmos-
phere dries out in response to large-scale descent which
becomes strong at the highest SST values. This in turn
is consistent with the shutdown of condensation as pre-
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cipitation becomes small, so that adiabatic warming
associated with descent must balance radiative cooling
on its own. Figures 8 and 9 show the profiles of pressure
vertical velocity and relative humidity as functions of
SST and pressure. The onset of strong descent and a
dry column are apparent at the highest SST.

[39] It has long been observed that the highest SST
values often occur simultaneously with small or zero
precipitation [e.g., Waliser et al., 1993]. While this defies
expectation if one believes that SST (even relative SST)
controls precipitation under all circumstances, it is
readily understood when one thinks about the behavior
of the coupled system. In our simulations, this is explic-
itly clear, as the surface wind speed is the control pa-
rameter. We find it of interest to see explicitly the
physics that allows this to be maintained in a steady
state. Horizontal moisture advection would add some
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Figure 8. Pressure vertical velocity plotted against

SST and pressure, for the WTG experiments forced by
surface wind speed.
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complexity in the real atmosphere; nonetheless, the sim-
ple picture found here may be relevant to places of high
SST and low precipitation. These may include the Ara-
bian Sea, some portions of the west Pacific warm pool,
and others, including locations experiencing strong sup-
pressed phases of the Madden-Julian oscillation.

4. Summary and Discussion

[40] SST is often considered an appropriate boundary
condition for the general circulation of the atmosphere,
and AGCMs are often run with SST and a few other
quantities, such as sea ice, specified as boundary condi-
tions. Such models often produce reasonable facsimiles
of the actual climate system, in terms of broad features
of the general circulation [e.g., Compo et al., 2011]. But
specification of the SST in the absence of a correct spec-
ification of the environmental factors (e.g., surface
winds, clouds, greenhouse gas concentrations, and inso-
lation) can lead to potentially large imbalances in the
surface energy budget, which are associated with anom-
alous surface fluxes and anomalous air-sea thermody-
namic disequilibrium. This will lead to errors in
precipitation and in the susceptibility of the system to
TCs. Suppose, for example, that a 1°C positive SST
anomaly arises in nature from locally weak surface
winds, but that an AGCM run with specified SST fails,
for whatever reason, to produce the light wind anomaly
associated with the positive SST anomaly. Given the
results of the previous section, the AGCM will produce,
in this case, a positive precipitation anomaly, where in
reality a negative precipitation anomaly exists, and will
underestimate the susceptibility of the region to TC for-
mation. A 1°C positive SST anomaly, absent the wind
anomaly that produced it, will be associated with a sur-
face energy flux anomaly of about 60 Wm 2. For tropi-
cal precipitation, as pointed out by Kang and Held
[2012], and for TC-related thermodynamic parameters,
it essential to have correct surface fluxes and (independ-
ently) correct surface wind speeds; merely having a

10

correct SST distribution is not enough, and may not be
as important as having correct surface fluxes and sur-
face wind speeds.

[41] A body of empirical work [e.g., Emanuel, 2005;
Knutson et al., 2010; Swanson, 2008; Vecchi and Soden,
2007] suggests that various measures of TC activity can
be related to some function of the SST distribution,
ranging from local SST to combinations of local and
remote SST. But the present work shows that TC
potential intensity and genesis potential cannot be
uniquely related to any function of SST, except that
potential intensity has a simple universal relationship to
strictly local SST anomalies regardless of the cause of
the latter. But relative SST cannot capture potentially
important changes in potential intensity brought about,
for example, by changes in surface wind speeds that
affect a large fraction of the tropical ocean surface,
such as might be expected from a weakening of the
global tropical circulation [e.g., Vecchi et al., 2006].

[42] Changes in the SST and atmospheric state
that occur in response to wind speed are qualita-
tively different from those in response to the other
forcing variables. In the case of local forcing, our
simulations illuminate the physics of a regime at
low wind speeds in which SST is large but precipita-
tion and humidity are small. This regime does not
exist in simulations using fixed SST as a lower
boundary condition. In this regime, the low column
humidity allows increased transmission of longwave
radiation directly from the surface to space, so that
column radiative cooling does not decrease as rapidly
as surface turbulent flux (which must balance the
surface radiative flux) does. The moist and dry static
energy budgets then require an advective energy
import; this occurs as a result of descent in the pres-
ence of a positive gross moist stability. The descent
at the same time maintains the dryness of the atmos-
pheric column.

[43] The relatively weak dependence of TC potential
intensity on global CO, concentration, at least for the
relative high-control value of surface wind used here,
suggests that global warming effects on TCs primarily
operate indirectly, through changes in surface wind,
ocean heat fluxes, and clouds and water vapor.
Although not considered here, changes in vertical wind
shear are also known to have an important influence on
TC activity.

[44] An alternative approach to specifying SST in
ACGMs is to use a slab ocean layer with specified
lateral heat fluxes [e.g., Sutton and Mathieu, 2002] or
specified ocean currents that transport calculated tem-
perature [ Winton, 2003]. In such approaches, SST is not
constrained to have any particular distribution, and
while there is no guarantee that surface energy fluxes
will be correct, wildly anomalous fluxes are far less
likely than with specified SST. Whether SSTs are speci-
fied or a slab ocean approach is used, incorrect surface
wind speeds can result in substantial errors in TC
potential intensity; thus attention should be paid to sur-
face wind speed (independent of surface fluxes) in eval-
uating all GCMs.
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