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ABSTRACT

The assumption of dynamically balanced flow allows one to completely encase the dynamics of extratropical
cyclones in a potential vorticity (PV) framework. This approach offers a conceptually simple interpretation of
dynamics because PV is a conserved quantity (in the absence of heating and friction) from which the flow itself
can be deduced (the property of invertibility). The conservation law allows one to identify developments
significantly influenced by heating and friction, and the invertibility property can be used to quantitatively
measure such effects. We develop a diagnostic system based on the relative smallness of the irrotational part of
the horizontal wind, which allows us to calculate the balanced flow given the three-dimensional distribution of
Ertel’s PV. The close agreement between the observed and balanced flows, even for intense cyclones, illustrates
the practical utility of the PV approach. Furthermore, we present a technique for determining the flow associated
with individual perturbations of PV.

Insight gained from these diagnostics is demonstrated by examining a particular case of cyclogenesis. In the
early stages of growth, the low-level perturbation winds are mostly associated with variations of potential tem-
perature along the lower boundary and act to propagate the system as a surface Rossby wave. Ampilification of
this wave occurs through advection, first by the winds associated with a low-level PV feature, then later by the
low-level circulation signature of an amplifying upper-level wavelike PV anomaly. In turn, development of the
upper-level perturbation appears strongly influenced by the presence of the low-level anomalies. The low-level
PV anomaly seems to result from the condensation of water vapor rather than from advection. This feature
grows rapidly, eventually contributing about 40% of the cyclonic circulation in the mature storm. We do not
identify any significant PV anomalies arising from advection on a systematic tropospheric PV gradient, implying
that the integrated effect of 8 is dominated by the gradient of PV at the tropopause. Viewing the upper-level
wave as a perturbation of potential temperature on the tropopause (a surface of constant PV), part of this
development is conceptualized as interacting upper and lower boundary Rossby waves, as in the Eady model.
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1. Introduction
a. Remaining problems

Observational analysis, interpretation, and forecast-
ing of midlatitude cyclone and anticyclone behavior
have constituted an important branch of meteorolog-
ical research for many decades. The extraordinary at-
tention given to studying these extratropical systems
likely stems from their intimate connection with
weather and weather prediction. Our ability to forecast
cyclone and anticyclone behavior has increased to the
point where accurate forecasts of two days and longer
are routine. However, a proper integration of the equa-
tions of motion is not synonymous with a conceptual
grasp of the phenomena being predicted. Indeed, the
emphasis on forecasting may have contributed to an
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unhealthy separation between observational and theo-
retical work on cyclone dynamics. Observations and
theory have yet to be reconciled on some important
topics and there has not been enough work to separate
the underlying physics of cyclone development from
unsystematic details of individual cases. These are nec-
essary if a simple conceptual picture of cyclogenesis is
1o emerge. A conceptual understanding is not only
useful for reconciling theory with observation, but it
is also valuable for delineating measurements necessary
for accurately integrating forecast models.

A well-accepted theoretical explanation for cyclo-
genesis is baroclinic instability, that is, the quasi-ex-
ponential growth of an initially small amplitude dis-
turbance on an unstable basic state (Charney 1947,
Eady 1949). However, as pointed out by Petterssen et
al. (1955) and Sanders (1986, 1988), large amplitude
disturbances in the upper troposphere are often present
before development at the surface commences. This
observation has been part of the motivation for ex-
amining the initial value problem of baroclinic growth
(Farrell 1984, 1989) in which the structure of the ini-
tial perturbation, rather than the stability characteristics
of the basic state, determines whether development will
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FIG. 1. Schematic illustration of three types of baroclinic development based on fundamentally different PV behavior.
Panels (a), (b), and (c) represent mutual interaction, superposition, and growth induced by diabatic processes, respectively.
PV anomalies are indicated by “+” and “~”’ signs (size is proportional to strength); their associated meridional winds are
represented by circles. There are two rows of PV anomalies; these represent upper and lower tropospheric disturbances in our
case. Circles containing an “X” denote wind into the page (southerly); circles with a dot indicate wind out of the page
(northerly). Circle size qualitatively represents strength of flow. Large circles denote winds at the same level as their corresponding
PV anomalies; small circles represent the winds associated with PV anomalies at the other level. Circles in darker print denote
winds from upper PV anomalies; lighter circles depict winds from lower-level PV anomalies. Large arrows at left in (b) and
{c) represent the vertical shear of the basic-state zonal current. This shear also is present in example (a), but vectors were

removed for clarity.
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occur. Because the growing, the decaying normal
modes do not generally form a complete set; a contin-
uous spectrum of neutral modes must be included to
represent an arbitrary perturbation. Therefore, the
structure of the initial value problem solution evolves
with time, as does its amplitude. The time dependence
is initially algebraic, in contrast to the exponential be-
havior of normal modes.

The distinction between modal and nonmodal
growth per se is perhaps most appropriate for theoret-
ical rather than observational investigation. Because
observed, instantaneous atmospheric states are not
steady, one cannot determine a unique set of normal
modes. In addition, even normal modes on idealized
basic states will eventually enter a nonlinear regime
when their structure evolves (Simmons and Hoskins
1978). However, a question amenable to observational
investigation is whether structural transience is nec-
essary for growth. Even when a large amplitude upper-
tropospheric disturbance is present when low-level de-
velopment begins, it has not been demonstrated quan-
titatively whether the subsequent structural evolution
that occurs is essential for further intensification.

Another poorly understood problem is the feedback
of clouds and precipitation onto the dynamics of cy-
clones via the release of latent heat. A multitude of
investigations have examined this effect on observed
cyclones (Manabe 1956; Eliassen and Kleinschmidt
1957; Danard 1964; Tracton 1974; Gyakum 1983; Kuo
and Reed 1988; Emanuel 1988; Kuo et al. 1990a), and
opinions vary as to its significance. Although
Kleinschmidt believed that moisture was essential for
development, most investigators have cast latent heat
release in the role of accelerating growth destined to
occur even in its absence. The nonlinearities imposed
by the presence of water vapor complicate attempts to
isolate its significance using observations. At any in-
stant, one may deduce the tendencies due to conden-

- sation, if one knows the distribution of latent heating.
Yet, the instantaneous state has itself been irreversibly
altered by latent heat release. A deeper understanding
of the effect of moisture requires us to integrate the
changes from condensation in time. An adequate con-
ceptual picture must describe how the perturbations
created by condensation interact with the rest of the
fluid.

Many investigations concern the influence of mois-
ture on the mature cyclone’s intensity. However, of
considerable importance is how the cyclone structure
and propagation are altered by the presence of moisture
during all phases of development. This issue was partly
addressed theoretically by Emanuel et al. (1987) who
proposed, based on observations, that condensation
takes place under slantwise neutral conditions. The re-
sulting structure of two-dimensional, baroclinic waves
with this constraint exhibited an intense updraft of very
small horizontal scale, but a nearly unchanged descent
region. The characteristic strong, sloping updraft has
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been noted in numerical simulations of intense cy-
clones (Uccellini et al. 1987; Kuo et al. 1990b) and in
observations (Sanders and Bosart 1985). The full three-
dimensional picture of the influence of condensation
on the life cycle of baroclinic waves is still incomplete,
however.

b. Potential vorticity approach

An apparent need exists for a better diagnostic
framework in which to study cyclogenesis that allows
quantitative analysis of data while facilitating a sub-
jective understanding of the physics involved. We desire
a formalism that provides a convenient basis for the
intercomparison of observation, theory, and modeling
results. Perhaps the most fundamental approach is to
diagnose developments in terms of conserved quantities
that carry the relevant dynamical information of the
system, Absolute vorticity is such a quantity in a non-
divergent, barotropic fluid because it is conserved and
may be inverted to recover the exact flow field. Thus,
with conservation and invertibility, all the dynamics
are succinctly embodied in a single scalar guantity and
in certain boundary conditions.

For a fully baroclinic, compressible flow, absolute
vorticity in a barotropic fluid generalizes to Ertel’s po-
tential vorticity (EPV)':

g="n-vs, (1.1)
P
which is conserved following three-dimensional, adi-
abatic, inviscid motion (Rossby 1940; Ertel 1942).
Here 7 is the absolute vorticity vector, 8 the potential
temperature, and p the density. Specification of an in-
dependent relation between the wind and temperature
fields allows one to define a boundary value problem
from which the “balanced” flow is recovered given the
distribution of ¢ (Hoskins et al. 1985; hereafter, HMR).
The statement of invertibility, specified by this bound-
ary value problem, depends on the precise balance as-
sumption used. In a nondivergent, barotropic fluid,
the balanced flow and actual flow are identical. In the
atmosphere, the balanced flow is only an approxima-
tion to the total flow, the accuracy of which depends
on the validity of scaling assumptions used to define
the invertibility problem.

One commonly used equation system that approx-
imates EPV conservation is quasi geostrophy (QG).
The quasi-geostrophic pseudopotential vorticity (PPV,
Charney and Stern 1962) is defined

2 p—
f ( b, wz) . (12)

z

—_ 2 — AN RNl
@G =VY+h+6(y yo)+[7 T

! The abbreviation PV will refer to potential vorticity in general
without reference to a specific form,
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FIG. 4. (a), (c), (e), and (g) show balanced 1000-mb heights for 0000 UTC 4 February, 1200 UTC 4 February, 0000 UTC 5
February, and 1200 UTC 5 February 1988, respectively. Panels (b), (d), (f), and (h) are 500-mb balanced heights for the same
times. Dashed contours denote negative 1000-mb heights. Heavy dashed lines are parallel to the mean 1000-400-mb shear and

show the orientation of the cross sections presented in Fig. 14.

where ¢ is the geostrophic streamfunction, p and N,
are functions of z alone, and we have employed a beta-
plane geometry (8 = df/dy|,-,,). The QG system of
equations reduces to conservation of g, following the
geostrophic wind, a valid statement provided the
Rossby number is <O( 1) and heating and friction are
absent. For departures of PPV from a zonal or time
average, (1.2) becomes essentially a Poisson equation
in three dimensions, hence, one can readily deduce the
geostrophic flow associated with individual anomalies
of PPV. In particular, an isolated maximum of g, in
the Northern Hemisphere will be associated with a

minimum in ¥, and a maximum in vorticity and static
stability (and the opposite for a g, minimum). As
Kleinschmidt and HMR note, these general properties
also hold for inversions of EPV using higher-order bal-
ance approximations. In addition, perturbations of po-
tential temperature at the lower boundary can be
thought of as PV anomalies (Bretherton 1966), with
locally warm air associated with cyclonic vorticity and
cold anomalies related to anticyclonic vorticity.

The linear form of (1.2) implies that any state can
be decomposed into a set of individual anomalies of
PPV, whose associated circulations sum to the total
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flow. For small Rossby numbers, nonconservation will
occur from either diabatic heating or frictional pro-
cesses, and the resulting PPV anomalies can be inverted
to deduce the part of the flow directly associated with
that process. The winds associated with these anomalies
are, of course, free to interact with other nearby PPV
features.

As suggested by HMR, diagnostics based on potential
vorticity are valuable for testing theoretical models of
development. Figure 1 is a schematic illustrating three
possible mechanisms of cyclogenesis distinguished by
their potential vorticity evolution, These can be briefly
summarized as (a) mutual reinforcement between
phase-locked Rossby waves at different altitudes (akin
to the description of baroclinic instability in HMR).
The perturbation structure in this example remains
fixed during development and the PV anomalies grow;
(b) simple superposition of PV anomalies. With no
mean PV gradient, the anomalies remain fixed in am-
plitude, but the structure evolves, allowing the circu-
lations to add (middle figure) and later cancel (right
figure) as the shear flow (arrows at left) advects the
upper wave downshear. While potential enstrophy is
unchanged in this process, the perturbation energy in-
creases at the expense of the basic-state shear flow; (¢)
development induced by generation of PV anomalies
through condensation, similar to Kleinschmidt’s idea
(Eliassen and Kleinschmidt 1957). Some circulation
increase at low levels occurs from the generation of
low-level PV alone. However, there can also be baro-
clinic interaction between the lower and upper anom-
alies (Montgomery and Farrell 1991). A fourth sce-
nario, not depicted, occurs when a PV anomaly enters
a region of enhanced or reduced Rossby penetration
depth and the strength of the circulation at a distance
from the anomaly is altered.

Compare this perspective with the classification
scheme of Petterssen and Smebye (1971, hereafter PS)
who consider two types of cyclogenesis, frontal waves
(type A) and developments with a strong upper-level
precursors (type B). Although there are several am-
biguities in their categorization method, especially
concerning the importance of surface baroclinicity,
perhaps the biggest drawback is the gualitative nature
of the distinction between type A and type B. In ad-
dition, there may be considerable geographical bias in
these descriptions and they are limited to describing
surface cyclogenesis. The PV approach allows one to
pick out the underlying dynamics and describe devel-
opments at any atmospheric level or any geographical
location in terms of a small number of fundamentally
different scenarios.

QG diagnostics, emphasizing PPV distributions, are
a valuable tool for diagnosing weak developments.
However, there are few studies that apply both the
invertibility and conservation properties of potential
vorticity (in any form) to observations (Robinson
1987). It is logical to focus diagnostics on Ertel’s PV

CHRISTOPHER A. DAVIS AND KERRY A. EMANUEL

FiG. 3. (a) Irrotational winds at 850 mb, (b) irrotational winds at
400 mb, (c) vertical velocity (w = dz/dt) at 600 mb [dashed lines

(negative values) contoured at 2 ¢cm s~! intervals, solid lines at 3 cm

s~ intervals). All quantities are derived from the prognostic balance
equations presented in appendix B. Note the difference in vector
length scale from Figs. 2e and 2f.

because its conservation does not depend on scaling
assumptions.? An exact invertibility statement for EPV
does not exist. However, we will develop an approxi-
mate diagnostic system based on the smaliness of the
irrotational wind compared to the nondivergent wind.
A prognostic system based on this scaling does exist,

2 We assume that the transport of PV is not dominated by eddies
unresolved by observations.
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known as the “balance equations” (Charney 1962).
Although we are not aware of a formal conservation
relation for an approximation to EPV in this system,
the accuracy of the Charney balance equation (Charney
1955; Gent and McWilliams 1983 ) motivates its adop-
tion as the anchor of our diagnostic system.

The remainder of the paper is organized into two
basic parts. First, we outline the derivation of a diag-
nostic system based on Ertel’s PV (section 2). In section
3, we present the application of these diagnostics to a
particular case of development. We discuss the relative
roles of mutual amplification of Rossby waves, super-
position, and condensation of water vapor. The final
sections of this paper include a discussion of the de-
velopment in terms of existing theoretical models of
baroclinic growth. We also suggest further calculations
to be done for this case and outline other avenues of
research.

2. The diagnostic system

Here we develop a diagnostic system from which the
wind and temperature perturbations associated with a
given distribution of perturbation EPV may be ob-
tained. First, we discuss how to obtain the balanced
flow from the total EPV. We then demonstrate that
the nondivergent winds of the observed flow are nearly
identical to balanced winds, implying that we can ac-
count for the full intensity of circulation systems by
focusing solely on the EPV. The specific definitions of
mean and perturbation are then discussed, and finally,
a set of equations is derived, which uniquely relates
EPV and flow perturbations.

a. The equations

The balance condition we shall employ was derived
by Charney (1955), and is very accurate in flows with
large curvature because it is quite similar to gradient
wind balance. The Charney balance equation is ob-
tained by first taking the horizontal divergence of the
horizontal momentum equations and decomposing the
wind field into a nondivergent and an irrotational part.
Following Haltiner and Williams ( 1980), we then de-
fine two Rossby numbers, R, = Vy/ foL and Ry = V/
foL. We then retain O(R,) terms but neglect terms
O(R,) and higher in accordance with our balance as-
sumption. The resulting (dimensional ) equation may
be written in spherical coordinates (}\, ¢, a)

2 3(3Y/aN, 0¥ /)
4 cos’¢ AN, ¢)

V2 = V(YY) + -
(2.1)

with & the geopotential, ¥ the nondivergent stream-
function (v, = k X VW¥), \islongitude, ¢ is latitude,
and q is the earth’s radius. Relation (2.1) reduces to
geostrophic balance if fis constant and the Jacobian
term is neglected.
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We need one more diagnostic equation relating ¥
to ¢ in order to close the system. This is obtained from
an approximate definition of EPV:
q- gxm ( a9 1 dvaf

1 ou af
acos¢ dw O\ i

a or 3¢

(2.2)
where k = R;/C,, p is the pressure, 7 is the Exner
function [C,(p/po)*] and serves as our vertical coor-
dinate, % is the vertical component of absolute vorticity
and the hydrostatic approximation has been made. We
perform a similar scaling of (2.2 ) as was used to obtain

(2.1), yielding a relation between the potential vortic-
ity, ¥ and &,

0%®
q=T{(f+ v S
D onr .
1 2 9% 1 %Y 9%

- - = . (2.
a’® cos?¢ NI INOw  a® Hpdm dpdn (2.3)

The approximation used here replaces the vertical de-
rivative of the total wind by the vertical derivative of
the nondivergent wind. Equations (2.1) and (2.3)
form a complete system for the unknowns ¢ and ¥,
given q.

For boundary conditions, we prescribe ¥ and ® on
the lateral boundaries and specify their vertical deriv-
atives on the horizontal boundaries. The observed geo-
potential serves as & on the lateral edges and d®/dnr
= —§ is applied at the top and bottom. We require the
gradient of ¥ along the edge to match the normal wind
component

(2.4)

where n is the outward normal and s is parallel to the
edge (counterclockwise). The last term in (2.4) sub-
tracts any net divergence in the domain and forces the
integral of ¥ /ds around the edge to vanish. The ar-
bitrary constant of integration is supplied by specifying
¥ = & at one point on the boundary. The condition
for ¥ on the horizontal boundaries is V¥ /dx = —90,
applied at both the top and bottom. This is justified
because the term involving the vertical derivative of ¥
in (2.3) is already O(R,). Because a correction to this
condition that accounts for nonlinear balance would
also be O(R,), it would enter (2.3) as an O(R,?) term.
The solutions we obtain are, in fact, fairly insensitive
to this choice of boundary condition.

The method of solution, a rather complicated ap-
plication of successive overrelaxation (SOR), appears
in appendix A. The complexity of the equations, com-
bined with inherent observational inaccuracies present
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FIG. 4. (a), (¢), (e), and (g) show balanced 1000-mb heights for 0000 UTC 4 February, 1200 UTC 4 February, 0000 UTC 5
February, and 1200 UTC S February 1988, respectively. Panels (b), (d), (f), and (h) are 500-mb balanced heights for the same
times. Dashed contours denote negative 1000-mb heights. Heavy dashed lines are parallel to the mean 1000-mb to 400-mb shear
and show the orientation of the cross sections presented in Fig. 14.

in the potential vorticity itself, made an iterative tech-
nique the only practical solution method. As long as
the EPV was everywhere positive, our technique con-
sistently converged. Tests with different initial guesses
showed that the solution obtained was apparently
unique, or at least other existing solutions were un-
reachable.

b. An example

We now show that the “‘balanced flow™ obtained by
solving the finite-difference versions of (2.1) and (2.3)
accurately reflects the observed winds, with nearly all
the differences attributable to divergence. The partic-
ular example is from a case of cyclogenesis (to be dis-
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cussed in detail in section 3) that occurred over eastern
North America on 4 and 5 February 1988. The data
are taken from the final global analyses of the National
Meteorological Center (NMC) ( Trenberth and Olsen
1988), a product of the Global Data Analysis System
(GDAS)on a 2.5° X 2.5° latitude-longitude grid. The
mandatory level® fields of wind, temperature, and geo-
potential height are used to compute EPV on pressure
surfaces according to the centered finite-difference an-
alogue of (2.2). The EPV is obtained at mandatory
levels ranging from 850 to 150 mb; the mean potential
temperature between 1000 and 850 mb (65) specifies
our lower boundary condition.* The upper boundary
value of 6 (near 125 mb) is obtained by integrating the
static stability upward from 8 at the lower boundary
(near 925 mb).’ The winds used to calculate EPV are
the total analyzed horizontal winds.

Figure 2 presents winds at 850 and 400 mb for 1200
UTC § February 1988. The bottom panels (e¢) and (f)
denote the difference between the observed and bal-
anced (nondivergent) winds at 850 and 400 mb, re-
spectively. The low-level convergence and upper-level
divergence near Newfoundland dominate the vector
difference fields, indicating that the observed nondi-
vergent flow is adequately captured by the stream-
function solution to the balance equations. It is also
possible to recover much of the observed divergence
field through an iterative procedure. Starting with no
vertical motion, the EPV is advected by the nondiver-
gent wind, the flow tendencies are computed, the ir-
rotational and vertical motions deduced (accounting
for the effects of condensation) and used to improve
the estimate of the EPV advection and the generation
of EPV by latent heat release. The process is repeated
until we converge upon a solution for the EPV ten-
dency, vertical motion, and divergence. Details of the
procedure appear in appendix B. Figure 3 shows the
irrotational horizontal winds and vertical velocities
calculated by this method. Comparing Figs. 3a and 3b
with 2e and 2f, we note that about half of the maximum
irrotational wind at low levels and most of the mag-
nitude at upper levels is recovered. The spatial pattern

3 These levels are 1000, 850, 700, 500, 400, 300, 250, 200, 150,
and 100 mb.

4 The lower boundary, as always, complicates our calculations.
Because 850 mb is our lowest interior level everywhere, we often
require data below the earth’s surface in order to calculate PV. In
the NMC dataset, temperatures below the surface were obtained by
downward extrapolation based on the static stability just above the
ground. This produced temperatures below the surface not hydro-
statically consistent with the geopotential field (the latter being ob-
tained from a standard atmosphere lapse rate). For consistency with
the lower boundary @ distribution, we compute the static stability at
the lowest level using the geopotential field. We also use the heights
to obtain the stabilities at any grid point where the level below is
underground. Use of a standard temperature profile to produce heights
below ground implies that the temporal variation of PV at subsurface
levels is small (winds below ground were used unaltered).

5 The midpoint of a level is the layer-average Exner function.
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of the wind fields differs most at upper levels. Because
of uncertainties in the NMC analysis of divergence it-
self, it is difficult to explain the differences between
these fields. A better test for our method of diagnosing
divergence and vertical motion would be to use forecast
model data from which dynamically consistent fields
are available.

This example indicates the ability of the balanced
flow to accurately represent the observed flow, even in
situations where the traditional Rossby number is not
small (the relative vorticity at the cyclone center in
Fig. 2a was nearly twice the Coriolis parameter). The
strength of this approach is its accuracy in highly curved
flows and that it can be used to invert a nearly exact
form of Ertel’s PV,

¢. Inversion of EPV perturbations

Piecewise inversion of PV is perhaps the most useful
diagnostic application of the invertibility principle.
When the invertibility relation is linear, piecewise in-
version is a Green’s function technique, for one can
imagine inverting an array of point source PV anom-
alies whose circulations sum to the total flow (Pedlosky
1979, p. 102). A breakup of the flow ad infinitum is
not our goal here. Rather, we seek the minimum num-
ber of dynamically significant perturbations that ade-
quately describe a cyclone development. This is a gen-
eralization of HMR’s description of baroclinic insta-
bility as two counterpropagating, interacting Rossby
waves. By calculating the balanced winds associated
with individual PV anomalies, we can deduce which
anomalies figure prominently in the amplification of
others.® We can also diagnose developments in which
the PV anomalies are not growing, but are merely
changing their relative positions or their shapes. In ad-
dition, the conservation law for EPV will help isolate
those disturbances growing chiefly by nonconservative
processes while the invertibility principle allows direct
calculation of their associated circulations. For PPV
such calculations are straightforward, once one iden-
tifies perturbations, because the invertibility relation is
linear. The nonlinearities occurring in (2.1) and (2.3)
complicate the piecewise inversion of EPV. We discuss
this problem below in detail.

First, we must define the perturbations. In most of
the published inversions of EPV (e.g., Eliassen and
Kleinschmidt 1957; HMR; Thorpe 1986), anomalies
were isolated and had idealized structure. In these cases,
the perturbation was easily distinguished. Defining
perturbations in the atmosphere is a more difficult task.
Usually, cyclone systems are identified with temporal
filtering techniques ranging in sophistication from
simple 12 h changes to bandpass filters. We adopt a
middle-of-the-road complexity, defining a perturbation

6 Robinson, 1989, has performed detailed piecewise inversion for
the Charney and Green models of baroclinic instability.
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FG. 5. Cross sections of EPV and potential temperature. Data are at mandatory levels from 850 to 150 mb. The vertical coordinate
on these plots is approximate “pseudoheight,” defined by z = (po/pecg){1 — #(p)/C,] as in Hoskins and Bretherton (1972). EPV
contours are at 0.0, 0.25, 0.5, 0.75, 1.5, 3.0, 4.5, 6.0, 7.5, and 9.0 PVU (1.5 is bold line}); 8 is contoured in 10 K intervals. (a) 0000
UTC 4 February at 42.5°N; (b) 1200 UTC 4 February at 42.5°N; (c) 0000 UTC 5 February at 42.5°N, and (d) 1200 UTC 5 February

1988 at 47.5°N.

as the departure from a time average. Perhaps the best
choice is the mean over one synoptic-scale wave period,
for instance, the time interval between cyclones at any
location (or a multiple of that time). It is not always
easy to determine such a period and its validity is usu-
ally constrained geographically.

Assuming a time mean can be reasonably defined,
we wish to compute a balanced mean state. We for-
mally decompose the EPV into mean and perturbation
parts; g(A, ¢, 7, 1) = g(\, ¢, 7) + ¢'(X, ¢, 7, 1) and
do the same for ® and V. These definitions are inserted

into (2.1) and (2.3) and the terms involving only mean
quantities are grouped together. The mean equations
are identical to (2.1) and (2.3) except all dependent
variables are mean values. We average g and boundary
6 in time, then invert for the balanced mean flow.” The
perturbation fields can then be calculated and they sat-
isfy the (nonlinear) perturbation equation by defini-

7 The time-mean values of ¥ and ® serve as lateral boundary con-
ditions.
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FIG. 6. Lower boundary potential temperature, full field (contour interval 5 K) and perturbations (contour interval 2 K).
Panels (a) and (b) are for 1200 UTC 4 February, (c) and (d) for 0000 UTC 5 February, and (e) and (f) for 1200 UTC 5 Feb-

ruary 1988.

tion. However, we require linear equations for our
piecewise inversion of perturbation EPV. As an alter-
native to dispensing with the nonlinear terms alto-
gether, we perform the linearization by hiding the non-
linear terms in the nonconstant coefficients of the linear
differential operator.
To illustrate this, consider a simple system, g(t)
= A(t)B(t) along with some other relation between A
and B. Proceeding as outlined above, the equation for
q'is
q'(t) = AB'(t) + BA'(t) + A'(1)B'(t). (2.5)

Now partition the ¢' field into N parts; ¢'(¢) = =7_,
X g, and do the same for A’ and B'. Substitution of

these summations into (2.5) will result in the linear
terms plus a series of cross terms

N _ N _ N
anzAan+BzAn+AlBl

n=1 n=1

+ A4 By + A By + - -+ + AxBy.

n=1

(2.6)

It is not obvious how to generate a series of equations
relating each g, uniquely to an 4, and B,. Two extreme
choices for partitioning are

Gn = AB, + BA, + Ay(B, + B, + -+« + By)

= AB, + BA, (2.7)
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and
gn = AB, + BA, + B,(A4, + A> +
= AB, + BA,.
We choose the average of these, that is,

N N
an = (J +% > A,,)B,, + (B +% » B,,)A,,, (2.9)

n=1 n=1

cee + Ay
(2.8)

the only choice possessing the symmetry of invariance
under an exchange of 4 and B. Following this proce-
dure, we obtain the perturbation forms of (2.1) and
(2.3):

2
V2, =V-(fVV,) + ————
(f ) a* cos?¢
2¥* 9%V, 92¥* 3%V, _ ** 9°¥,
N 8p% I N2 INIP ONIP
(2.10)
and
2 2H %
_ 8km 2qrg O Pn + °P* _,
Adn ) [(f—l—v\ll ) 671'2 a7r2 V\I,"
_ 1 *u* 929, 9%P* 9%V,
a® cos’p \ ONOT ONOT  ONOT ONOT
1 [{0*°W* 0%®, 92d* 9%V,
-— + , (2.11)
a“ \0¢por 0pdm  O0¢pOw dpoT

where [ 1* =[] + 2 =Y, [ 1.. Equations
(2.10) and (2.11) form a linear system for the flow
perturbations ¥, and ®, associated with any pertur-
bation of EPV, g,. Although the nonlinearities present
in (2.1) and (2.3) imply a certain arbitrariness to the
- way we partition the EPV, we emphasize that (2.10)
and (2.11) may represent the least arbitrary approach.
The upper and lower boundary conditions are simply
(0®,/dn, d¥,/dw) = —6,at * = 7rand © = 7. Ap-
propriate conditions for the lateral boundaries are dif-
ficult to determine because the contribution from in-
dividual anomalies of EPV to the flow at any point is
not known a priori. Our approach is simply to choose
a domain much larger than the region of interest and
apply homogeneous lateral boundary conditions for
each ¥, and ®,. An alternative would be to invert the
EPV over a global domain (or at least a hemisphere),
although this is unnecessarily costly.

3. Case study
a. Structure

In this section, a case of cyclogenesis is presented to
illustrate the application to observations of the PV di-
agnostics we have described. Many cases must be con-
sidered to assemble a consistent conceptual picture of
cyclone development. Here, we only wish to show what
insights are obtainable from the diagnostics developed
in the previous section.
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The case, which occurred on 4 and 5 February 1988
over eastern North America, was an example of rapid
cyclogenesis with a maximum sea-level pressure fall of
about 30 mb in 24 h (Fig. 4). The midtropospheric
height charts show a rather small amplitude synoptic-
scale wave pattern which grows considerably by 1200
UTC 5 February.

To obtain dynamical insight from our piecewise in-
version diagnostic, we would like to objectively identify
EPV disturbances with individual dynamical signifi-
cance. These may be Rossby waves at different latitudes
or altitudes, for instance. Emphasis on the vertical
structure of perturbations in both simple theoretical
models and synoptic description of cyclogenesis sug-
gests examining the flows associated with EPV anom-
alies at different levels. Figure S presents vertical cross
sections of EPV and potential temperature during the
cyclogenesis period. At 0000 UTC 4 February, we see
a fairly weak upper-level wave pattern, marked by un-
dulations in the tropopause [defined as the 1.5 potential
vorticity unit (PVU)? contour]. There is also an EPV
disturbance in the lower troposphere, with positive
perturbations near 85° and 55°W. As time proceeds,
the westernmost lower-tropospheric positive pertur-
bation achieves a magnitude of over two potential vor-
ticity units (2 PVU) by 1200 UTC 5 February, while
there is a rapid amplification of the upper-level ridge
downstream. A similar structure was also noted by
Hoskins and Berrisford ( 1988) for the eastern Atlantic
storm of October 1987. Because this last cross section
is taken farther north than the others, the large-scale
polar vortex, with its low tropopause, is quite apparent
in the left half of the figure. This suggests that one
significant EPV disturbance is intimately linked with
wavelike variations in the tropopause position and an-
other is concentrated in the lower troposphere, within
the frontal zone.

To quantify our mean and perturbation definitions,
the mean state for this case is defined as the time av-
erage between 1200 UTC 3 and 0000 UTC 8 February,
plus a slowly varying function that accounts for the
trend in the mean state between these two times. Most
of the trend is associated with the slow evolution of
the planetary-scale upper-level polar vortex. The time
dependence of the mean is A(A, ¢, w)cos [«(t — 5)/
7], where 7 is 5 days, ¢y is 1200 UTC 3 February and
A is determined by a spectral decomposition in time
at each grid point. Because we are allowing the mean
EPV and boundary # to vary, we must perform an
inversion at each time to obtain the evolving balanced
mean flow.

Shown in Fig. 6 is the evolution of total and per-
turbation 63 (hereafter referred to as “surface” ). The

81 PVU = 10*m? K kg™' s!. A typical tropospheric value is
0.5 PVU; stratospheric values are roughly an order of magnitude
larger.
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F1G. 7. Profile of contributions to the circulation at 850 mb. THL denotes @5 perturbations; THT denotes
6 perturbations at the upper boundary (125 mb). The contribution from 63 anomalies and the contribution
from everything except 8z anomalies are both printed below each graph. Panels (a) and (b) result from EPV
and PPV inversions, respectively at 1200 UTC 4 February; (c) and (d) are as (a) and (b), but for 1200
UTC 5 February 1988. Panel (e) is a map indicating the regions of integration at each time (these were the
same for the EPV and PPV calculations). The contour labeled 0412 shows the integration area at 1200
UTC 4 February; the contour labeled 0512 depicts the integration area at 1200 UTC 5 February. See text
for definition of these areas.






