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ABSTRACT

A moist enthalpy analysis is conducted to evaluate the large-scale forcing during the Tropical Ocean Global
Atmosphere Coupled Ocean–Atmosphere Response Experiment. Two physically distinct periods are chosen,
namely, a convectively disturbed period (19–24 December 1992) and an undisturbed period (7–12 January
1993). The predicted enthalpy is underestimated during the disturbed period but is closer to the observed
value during the undisturbed period. The enthalpy is more sensitive to estimated errors in the large-scale
forcing than to the radiative flux and surface heat flux during these two periods as well as during the entire
4-month period (1 November 1992–28 February 1993). The objective analyses used in estimates of large-
scale forcing can strongly affect the prediction of enthalpy, especially during the period of strong convective
precipitation.

1. Introduction

Much effort has been put into quantifying the large-
scale role of cloud systems by employing finescale nu-
merical models or cloud-resolving models (CRMs). By
definition, this class of model simulates cloud-scale and
mesoscale dynamics and its interaction with the mean
flow in an explicit way. A primary strategic objective
is to improve convective parameterization through ad-
vancing our basic understanding of the physics of cloud
systems and their multiscale interactions. This long-
standing problem concerns the collective effects of
cloud systems rather than the detailed influence of any
one process (i.e., microphysics, turbulence, surface flux-
es, or radiation).

The intensive observing periods conducted during
major field campaigns provide independent datasets
with which to evaluate the simulated cloud-scale and
mesoscale response to large-scale forcing. These data-
sets include satellite-measured radiative fluxes, surface
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heat fluxes, and radar-derived rainfall data, among oth-
ers. Moreover, the large-scale observations and the val-
idated synthetic cloud-scale results available from the
numerical simulations together provide a valuable da-
taset for quantifying the transport properties of convec-
tion and its interaction with the large-scale flow.

Despite successful simulations of the long-term be-
havior of tropical cloud systems in the Global Atmo-
spheric Research Programme (GARP) Atlantic Tropical
Experiment and the Tropical Ocean Global Atmosphere
(TOGA) Coupled Ocean–Atmosphere Response Exper-
iment (COARE) using the CRM approach, biases in the
simulated temperature and moisture fields are revealed
by making comparisons with observations (e.g., Gra-
bowski et al. 1996; Xu and Randall 1996; Wu and Mon-
crieff 1996; Wu et al. 1998). In particular, Wu et al.
(1998) showed that during 7–12 January 1993 (toward
the end of the 39-day simulation in TOGA COARE),
the model-produced temperature and moisture fields are
too warm and too moist. The temperature and moisture
biases also occurred in three-dimensional cloud-resolv-
ing simulations (e.g., Wu and Moncrieff 1996; Gra-
bowski et al. 1998). The CRMs and single-column mod-
els involved in the Global Energy and Water Cycle Ex-
periment (GEWEX) Cloud System Study Working
Group 4 intercomparison project showed that a cold bias
occurred during the simulated 6-day period (19–24 De-
cember 1992), which was distinguished by strong con-
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vective activity and attendant large-scale forcing (Krue-
ger 1996; Moncrieff et al. 1997).

Because the biases are common to several CRMs em-
ploying a range of numerical techniques, it can be as-
sumed that they are of physical origin rather than a
numerical artifact. The model physics (by which we
mean a combination of parameterized processes and re-
solved-scale transport) and the large-scale forcing are
two primary candidate explanations. A key uncertainty
springs from the effect of processes that cannot be re-
solved even in CRMs, particularly rates of change
among the three phases of water, turbulent processes in
the boundary layer and at the surface, and solar and
longwave radiation. The microphysical parameteriza-
tions are arguably the most uncertain in long-term sim-
ulations, considering that computational limitations
compel the use of simple bulk parameterizations (ice
and liquid phases), which are not necessarily physically
based. In fact, Wu et al. (1999) showed that the CRM,
with modified ice phase processes based on certain field
measurements, did produce smaller temperature and
moisture biases. While uncertainties in microphysical
parameterizations receive most attention, the subgrid-
scale physics of the turbulent planetary boundary layer
is equally uncertain. Some of these uncertainties will
be alleviated when computer power progressively al-
lows boundary layer features in CRM simulations, for
example, eddies of characteristic scale comparable to
the depth of the boundary layer, to be better resolved.

While the model physics is a prime candidate, the
imposed large-scale forcing for the temperature and
moisture fields is another cause of bias. Recently, Eman-
uel and Z̆ivković-Rothman (1999) performed a moist
enthalpy analysis for the 4-month TOGA COARE pe-
riod to evaluate the quality of the large-scale forcing
without recourse to CRMs or convection parameteri-
zation. Recognizing the need for accurate measurements
of the radiative fluxes at the surface and at the top of
the atmosphere (TOA) and surface heat fluxes in the
enthalpy analysis, they argued that the errors in the im-

posed large-scale forcing for temperature and moisture
fields are the primary source of bias.

We perform a moist enthalpy analysis of two me-
teorologically distinct periods; namely, a convectively
disturbed period (19–24 December 1992) and a rela-
tively undisturbed period (7–12 January 1993). In view
of the uncertainties in the radiative flux and the surface
heat flux, one observed and two model-produced es-
timates of radiative and surface fluxes are used. The
moist enthalpy analysis is also performed for the entire
period of TOGA COARE (1 November 1992–28 Feb-
ruary 1993) using the large-scale forcing obtained from
two different analysis techniques. The objective is to
understand the uncertainty caused by large-scale forc-
ing. In the next section we describe the procedure of
moist enthalpy analysis. The datasets used are de-
scribed in section 3, followed in section 4 by a pre-
sentation of the results and, finally, a discussion in
section 5.

2. Moist enthalpy analysis

Following Emanuel (1994), the moist enthalpy can
be written as

k 5 (Cpd 1 Clqt)T 1 Ly qy 2 Lf qi, (1)

where T is the temperature, qy the water vapor mixing
ratio, qi is the ice water mixing ratio; qt (5qy 1 ql 1
qi) the total water mixing ratio, and ql the liquid water
mixing ratio. The Cpd is the heat capacity at constant
pressure for dry air, Cl the heat capacity of liquid water,
Ly the latent heat of vaporization, and Lf the latent heat
of fusion. Note that the moist enthalpy (and water vapor
mixing ratio) is used in this study, while the moist spe-
cific enthalpy (and specific humidity) is used in Emanuel
and Z̆ivković-Rothman (1999).

Employing the conservation equations for the tem-
perature and moisture, the global moist enthalpy con-
servation equation is

ps ]T ]T ](L q ) ](L q )y y y y(C 1 C q ) 1 v · =T 1 v 2 av 1 1 v · =(L q ) 1 v dpE pd l t y y1 2[ ]]t ]p ]t ]ppt

5 H 5 H 1 R 2 R , (2)T q SRF TOAy

where HT and are the surface sensible and latentHqy

heat fluxes, respectively; RSRF and RTOA are the net ra-
diative fluxes at the surface and at the TOA, respec-
tively; v the horizontal vector velocity; v the pressure
velocity; a the volume per unit mass of air ; ps the sur-
face pressure (1008 hPa used in the analysis) and pt the
pressure at the top of the column (50 hPa).

Rearranging Eq. (2), the time change of vertically
integrated moist enthalpy can then be approximated as

ps]
k dp 5 f 1 f 1 H 1 H , (3)E T q S Ry]t pt

where
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ps ]T
f 5 2 (C 1 C q ) v · =T 1 v 2 av dpT E pd l t 1 2[ ]]ppt

ps ](L q )y yf 5 2 v · =(L q ) 1 v dpq E y yy [ ]]ppt

H 5 H 1 HS T qy

H 5 R 2 R .R SRF TOA

Variables f T and are the vertically integrated large-f qy

scale advective tendency (or forcing) for the temperature
and the water vapor mixing ratio, respectively; HS is the
sum of surface sensible and latent heat fluxes; and HR

the radiative heating defined as the difference between
radiative fluxes at the surface and TOA. The vertically
integrated ClT]qt/]t and v · =(Lf qi) 1 v](Lf qi)/]p are
neglected.

3. Datasets

The two objectively analyzed TOGA COARE sound-
ing datasets of Lin and Johnson (1996, hereafter LJ)
and Ciesielski et al. (1997, hereafter CJ) were used to
calculate f T and . The former, based on the iterativef qy

weighted-average interpolation scheme of Barnes
(1964), has been used in month-long cloud-resolving
simulations (Wu et al. 1998, 1999). The latter employed
the multiquadric interpolation scheme of Nuss and Ti-
tley (1994) and was used in the single-column modeling
of Emanuel and Z̆ivković-Rothman (1999). The evolv-
ing large-scale advective tendencies of temperature and
moisture represent averages over the Intensive Flux Ar-
ray (IFA) of TOGA COARE.

The observed surface latent and sensible heat fluxes
are averages of the single improved meteorological
(IMET) surface mooring and the three TOGA Tropical
Atmosphere–Ocean Automated Temperature Line Ac-
quisition System moorings. The radiative fluxes at the
top of atmosphere are estimated from the flux and cloud
(FC) dataset, which is derived from a radiative transfer
model using the satellite-measured radiance and the
cloud properties obtained from the International Satel-
lite Cloud Climatology Project (Zhang et al. 1995). The
surface radiative fluxes are measured from three ships
(R/V Kexue 1, R/V Shiyan 3, and Xiangyanghong 5)
and IMET buoy within the IFA.

Considering the uncertainties in the measurements of
fluxes (e.g., Emanuel and Z̆ivković-Rothman 1999;
Johnson and Ciesielski 2000), the CRM produced sur-
face heat fluxes and radiative fluxes are also used; name-
ly, the 39-day (5 December 1992–12 January 1993) sim-
ulation M0 presented in Wu et al. (1999). Two 6-day
simulations are also performed for the disturbed period
19–24 December 1992 (S1) and the undisturbed period
7–12 January 1993 (W1), respectively. The design of
the S1 and W1 experiments is the same as M0, except

that S1 starts from 0000 UTC 19 December 1992, and
W1 from 0000 UTC 7 January 1993.

Observed condensate data (ql and qi) are unavailable
because no direct observations of these quantities were
made. Therefore, the vertically integrated moist en-
thalpy is calculated by Eq. (1) using qy instead of qt,
for convenience henceforth referred to as the observed
enthalpy (ko). Nevertheless, the vertically integrated ql

and qi are much smaller than the vertically integrated
qy . The vertically integrated moist enthalpy can also be
obtained by integrating Eq. (3) using the large-scale
forcing, surface heat fluxes, and radiative fluxes. This
is referred to as the predicted enthalpy (kp).

4. Results

a. Six-day moist enthalpy analysis

Figure 1a shows the evolution of the observed en-
thalpy (ko) and three predicted enthalpies (kp) for the
convectively disturbed period using the LJ dataset. The
observed enthalpy features little variability during the
6-day period; however, the predicted enthalpies grad-
ually decrease from about 281 to 276 K. The enthalpies
predicted using three different surface heat fluxes and
radiative fluxes show a similar evolution. The difference
between the observed and predicted enthalpy is about
5 K at the end of the 6-day period. Similar features are
also present in the enthalpy analysis using the CJ dataset
(Fig. 1b). The difference between the observed and pre-
dicted enthalpy at the end of the 6-day period is about
1 K larger than that in Fig. 1a.

The predicted enthalpies over the undisturbed period
corresponding to the LJ and CJ datasets have different
characteristics (Fig. 2). The predicted enthalpy using
the LJ dataset is larger than the observed (Fig. 2a), while
the one using the CJ dataset is smaller (Fig. 2b). In
contrast to the disturbed period, the difference between
the observed and predicted enthalpies is smaller during
the undisturbed period.

To comprehend these differences, the evolution of
each term on the right-hand side of Eq. (3) is plotted
for the disturbed period (Fig. 3) and for the undisturbed
period (Fig. 4). The vertically integrated large-scale ad-
vective tendencies in Figs. 3a and 4a are the sum of f T

and . During the disturbed period, the large-scalef qy

advective tendency contributes a net cooling (Fig. 3a).
The 6-day mean forcing is 21.84 K day21 for the LJ
dataset and 22.03 K day21 for the CJ dataset, which
explains why the predicted enthalpy is smaller using CJ
than LJ. For the most part, the radiative heating from
S1 and M0 agrees with the observed radiative heating,
which shows strong diurnal variability (Fig. 3b). The
6-day mean radiative heating is 20.33 K day21 for ob-
servations (OB), 20.36 K day21 for M0, and 20.43 K
day21 for S1. Moreover, the surface heat fluxes from S1
and M0 are consistent with the observed surface heat
fluxes, which contribute a net warming (Fig. 3c). The
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FIG. 1. Evolution of the 6-hourly observed enthalpy (ko) and the predicted enthalpy (kp) divided
by Cpd 3 958 hPa for (a) the LJ analysis and (b) the CJ analysis during the disturbed period. The
vertically integrated enthalpy is divided by the heat capacity of the troposphere Cpd. Here, OB
means the indirectly observed FC radiative heating and observed surface flux data are used to
calculate the enthalpy with Eq. (3), while M0 and S1 indicate that the model-produced radiative
heating and surface flux data are used.

FIG. 2. Same as Fig. 1 but during the undisturbed period.

6-day mean heat flux is 1.29 K day21 for OB, 1.32 K
day21 for M0, and 1.47 K day21 for S1. The agreement
between the observed and modeled surface heat fluxes
and radiative heating leads to the three similar predicted
enthalpies shown in Fig. 1a and Fig. 1b.

For the undisturbed period, the large-scale advective
tendency contributes net warming in the first half, and
net cooling during the second half, of the 6-day period
(Fig. 4a). The 6-day mean forcing is 0.55 K day21 for
LJ and 0.31 K day21 for CJ. The radiative heating ob-
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FIG. 5. The 120-day evolution of 6-hourly observed (ko) and predicted (kp) enthalpies divided
by Cpd 3 958 hPa for (a) the LJ analysis and (b) the CJ analysis. A low-pass time filter with a
5-day cutoff period is applied in the time series (Ormsby 1961).

tained from the observation and the models is generally
consistent. The nocturnal cooling is more pronounced
in the observations than in the simulations (Fig. 4b).
The respective 6-day mean radiative heating is 20.85
K day21 for OB, 20.93 K day21 for M0, and 21.01 K
day21 for W1. The surface heat fluxes from both the
observation and models contribute a small net warming
(Fig. 4c). The 6-day mean heat flux is 0.60 K day21 for
OB, 0.48 K day21 for M0, and 0.70 K day21 for W1.

A pertinent point is that the predicted enthalpies are
grouped mainly in terms of the forcing during both dis-
turbed and undisturbed periods. In other words, the pre-
dicted enthalpies are more sensitive to the advective
forcing than to the radiative fluxes and surface heat
fluxes.

b. Four-month moist enthalpy analysis

To further evaluate the large-scale forcing, we extend
the enthalpy analysis to the entire 4-month period of
TOGA COARE. Figures 5a and 5b show the 120-day
evolution of observed (ko) and predicted (kp) enthalpies
using the LJ and CJ datasets, respectively. A striking
feature is the difference between the two predicted en-
thalpies. The kp is generally larger than ko for LJ (Fig.
5a), while the opposite is true for CJ (Fig. 5b). At the
end of the 120-day period, ko 2 kp is about 210 K for

LJ and 25 K for CJ, mainly caused by a rapid decrease
of kp for CJ between day 40 and day 60. This behavior
is also evident in Emanuel and Z̆ivković-Rothman
(1999), who used the CJ dataset.

Because the same radiative flux and surface heat flux
are used to predict kp for LJ and CJ, the large-scale
forcing is the responsible factor (Fig. 6). For most of
the 120-day period, the large-scale forcing for LJ is
similar to that for CJ (Fig. 6a), apart from the large
differences between days 40–70 and days 90–120. The
difference of the 120-day mean forcing between LJ and
CJ is about 0.3 K day21 (30 W m22), which corresponds
to a 35 K difference in predicted enthalpy at the end of
the 120-day period.

The 120-day evolutions of radiative tendency and sur-
face heat flux used in the enthalpy analysis are shown
in Figs. 6b and 6c, respectively. The mean radiative
tendency is 20.38 K day21 (Fig. 6b), close to the bud-
get-estimated value (20.42 K day21) and other esti-
mates (Johnson and Ciesielski 2000). This is somewhat
surprising considering the uncertainties in the measure-
ments and estimations. The 120-day mean surface heat
flux is 0.99 K day21 or 112.4 W m22 (Fig. 6c), close to
the 110.7 W m22 derived from the Special Sensor Mi-
crowave/Imager (Chou et al. 1997).

Figures 5a and 5b suggest that the time change of ko

2 kp better identifies the difference between the pre-
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FIG. 6. The 120-day evolution of the 6-hourly (a) vertically integrated large-scale advective
tendency of temperature and moisture, (b) vertically integrated radiative heating, and (c) surface
heat fluxes.

FIG. 7. Evolution of 5-day low-pass filtered ](ko 2 kp)/]t for the LJ dataset (solid line) and CJ
dataset (dashed line), and the GMS brightness temperature (TBB) (dotted line).

dicted and observed enthalpies. The evolution of ](ko

2 kp)/]t is compared with the Geostationary Meteoro-
logical Satellite (GMS) brightness temperature (TBB)
in Fig. 7. A low-pass filter with a 5-day cutoff period
is applied to the time series. The evolutions of ](ko 2
kp)/]t are similar for LJ (solid line) and CJ (dashed line),
but compared to LJ, CJ has larger positive values be-

tween days 40–70 and days 90–120. Positive values of
](ko 2 kp)/]t are associated with the colder (negative)
TBB, which is due to the deep convection and cold cloud
tops, while negative values are related to the warmer
(positive) TBB. This result is further evidence that the
forcing may be overestimated during the period of strong
convective precipitation (Johnson and Ciesielski 2000).



2984 VOLUME 57J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S

FIG. 8. Evolution of 5-day low-pass filtered ](ko 2 kp)/]t (solid lines in both panels): (a) f T

(dotted line), (b) HS (dashed line) and HR (dotted line) for the LJ dataset.(dashed line) and f qy

The evolution of ](ko 2 kp)/]t is compared with the
observed temperature and moisture forcing (Fig. 8a) and
with the observed surface heat flux and radiative heating
(Fig. 8b), respectively, for the LJ dataset. The corre-
lation coefficients between ](ko 2 kp)/]t and f T, ,f qy

HS, and HR are 20.35, 0.20, 0.03, and 20.09, respec-
tively. Similar relationships are also found for the CJ
dataset. This indicates that the predicted enthalpy bias
is better correlated with the observed temperature and
moisture forcing than with the radiative and surface heat
fluxes.

5. Discussion

Uncertainties in both model physics and large-scale
forcing are two primary reasons for the temperature and
moisture biases that occur in cloud-resolving models and
single-column models. Uncertainties arising from model
physics have been proposed as a result of CRM studies.
The causes of the bias include the lack of large-scale
advection of liquid and ice condensate (Grabowski et al.
1996; Wu et al. 1998); the effect of convective organi-
zation on the surface fluxes, which affects the energy and
moisture supply at mesoscales (Tao et al. 1999); and the
effect of ice microphysical parameterization (Wu et al.
1999). The uncertainty arising from forcing was proposed
by Emanuel and Z̆ivković-Rothman (1999) on the basis
of a moist enthalpy analysis.

To quantify the forcing issue, 6-day and 120-day
moist enthalpy analyses were performed using two ob-
jectively analyzed datasets. We find that the predicted

enthalpy is more sensitive to the large-scale forcing than
to the radiative flux and surface heat flux. The difference
between the predicted and observed enthalpies during
the strongly disturbed period, when the large-scale forc-
ing is the dominant term, is larger than that during the
undisturbed period. The underprediction of enthalpy in
the disturbed case is primarily due to the overestimation
of the large-scale forcing. Johnson and Ciesielski (2000)
proposed several likely causes for the overestimation of
the forcing. These include the effect of rain on the com-
putation of vertical velocity and errors in the humidity
field.

In order to conserve enthalpy, Emanuel and Z̆ivković-
Rothman (1999) applied a 40% correction to the forcing
by adjusting the vertical velocity, and 60% by modifying
the radiative flux. However, our analysis suggests that
the change of forcing alone can result in a better pre-
diction of enthalpy. Additional enthalpy analysis using
the datasets produced by different objective analysis
schemes such as the successive correction scheme (Dal-
ey 1991; Tung et al. 1999) and the variational scheme
(Zhang and Lin 1997) should give more insight. By
default, the variational scheme satisfies enthalpy con-
servation but requires accurate measurements of the
area-integrated precipitation, surface heat flux, and ra-
diative flux.
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